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Agenda

« IBM I Performance Tools

* Introduction to wait accounting

« Using PDI (and Tips)

e Suggested starting points

* PDI Navigation and Features

 Introduction to performance analysis using PDI
* References
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IBM 1 Tools

IBM i is an industry leader in the area of performance management and tools

« Unparalleled performance metrics
- Data Collection Services that are constantly active
* Rich graphical viewing of performance data

4
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Performance Instrumentation

= The IBM i Advantage lﬁ

—IBM develops the OS software stack, top to bottom
e Ability to instrument the software to maintain performance metrics
e Performance metrics are component-specific

—IBM develops the performance data collectors that harvest those performance metrics

—IBM i has an integrated database — Db2
e Performance data is stored in the database automatically

— Analysis tools mine the performance data in the Db2 files using SQL and present data in a meaningful fashion
 PDil, iDoctor

—Strong connections between support, service and development teams
e Customers and Business Partners as well!

© 2019 IBM Corporation



Performance Data Collectors

= |BM i has four primary system/job level data collectors:

— Collection Services

— Job Watcher

— Disk Watcher

— Performance Explorer (PEX)

All collectors included in base operating system!

© 2019 IBM Corporation



IBM Graphical Analysis Tools o b

IBM provides two powerful tools to aid in making your analysis more efficient and productive:

=  Performance Data Investigator

0 IBM iDoctor for IBM i

Both solutions support data analysis (varying degrees) for the 4 collectors:
* Collection Services
* Job Watcher
e Disk Watcher

 Performance Explorer (PEX)

© 2019 IBM Corporation



Performance Data Investigator (PDI) i-UG

= Browser (web) based solution
= Integrated as part of IBM i OS

" |ncluded in IBM i Systems Management console “IBM Navigator for i” (6.1)
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IBM 1Doctor for IBM | |-

= Microsoft Windows based client
= Service/Support offering

= Deep Job Watcher and PEX analysis capability
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Graphical Analysis Tools i-UG

Tools are similar in nature, but are not equivalent in function.
Both tools built on top of the rich instrumentation of metrics that IBM | has available
Both tools continue to be enhanced by IBM

Both tools valuable to customers and IBM’ers worldwide for performance management as well as aiding with
solving performance problems.

10
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Graphical Analysis Tools

= You have two graphical interfaces for performance data analysis...
— Which is right for you?

Feature iDoctor PDI
Interface Windows client Browser
Wait Analysis Yes Yes
Collection Services Yes Yes
Job Watcher Yes (In-depth) Yes
Disk Watcher Yes Yes

Performance Explorer

Yes (In-depth)

Profile collections only

Level of analysis provided Deep Basic to Medium
Job Watcher Monitors (Built —in) Yes No

User Defined graphs and queries Yes Yes

Update Frequency Quarterly Twice Yearly

Support

Email idoctor@us.ibm.com

Standard SWMA

Chargeable

Yearly license for each component (by serial
number)

=Job Watcher
—Includes Job Watcher, Collection
Services Investigator, and Disk Watcher

"PEX Analyzer

=Collection Services & Health Indicators at no additional charge with i

=Disk Watcher, Database, and Performance Explorer included with base PT1
(Performance Tools LPP) product — Option 1 Manager feature

=Job Watcher is an additional option of PT1 and has an additional charge -
Option 3 Job Watcher

DS8K graphs & VIOS Investigator

Yes

No

Multinational language support

No

Yes

© 2019 IBM Corporation
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Let’s get started using PDI........




PDlI is found in IBM Navigator for |

* IBM Navigator for i is the strategic console for managing IBM |

— Has much of the function as System | Navigator + more
= But with a browser user interface

— Integrated
= Part of Base Operating System (SS1 Option 3)

— Simply point your browser to http://systemname:2001

IBM. Navigator for i

13


http://systemname:2001/

IBM Navigator for | — Browser support

Latest versions of:

R\
Mozilla Firefox 0’

Google Chrome 6
Apple Safari @

Microsoft Edge e

Note: Internet Explorer no longer supported

For additional browser information, refer to:

https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/IBM%?20i%20Technol
0gy%20Updates/page/Browser%20tips 14
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https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/IBM%20i%20Technology%20Updates/page/Browser%20tips

(1of2) [RYUE

Browser Support tips

Unexpected results could be browser related. Example problems are....
— Hung charts
— Empty tables

» Clear your browser cache after installing the PTFs
— Then close/restart browser

* Review your browser security settings to allow pop-up exceptions
— For detalls see the following web page:
https://www.ibm.com/developerworks/mydeveloperworks/wikis/home?lang=en#/wik
I/IBM%20i%20Technology%20Updates/page/Browser%20Tips

* In 7.2, a warning will appear if using unsupported browser:

I Unsupparted Web Browser

15
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Browser Support tips (2 of 2) i-UG

« Close unneeded tabs in Navigator session
— Tasks in tabs consume resources and may cause performance degradation if too many are open

—— —— w—

Welcome 2| Active Jobs 26| Active Memory Pools 3 || Confipuration and Service € PTF= X Performance M || Investigate Data 20 || Oufput Queunes 3 | Active JTob Queues 20 | Active Subsystems 3 || Basic Operations 3 | Primter Owtpat 20

« Do not use PF-5 to Refresh a panel, instead use Refresh button

found on Navigator panels =
[

16
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Pre-requisites for Navigator (1 of 2)

Everything is included on the V6R1 and later IBM i operating system!

v" Product install requirements:

IBEMi7.3 IBMi 7.2 IBMi 7.1 IBM i 6.1
HTTP Server ST7T70DGA STTO0DGH S7TTODG 2T7e1DGA
- DK 5770V 5770V 5TTO0JV132 bit 5761Jv1 option 8

Java ™" Note new
requirement for

64-bit JDK (Spring
2016)

27701 option
15 (Java SE 7 64-bit)

- not Java ZE 2 at ihis time

2761Vv1 option 12 (Java SE 6 G4-bit) or

576101 option 15 (Java SE 7 64-bit)

-JSE
- IBM Toolbox for Java 57705321 option 2 5770251 option 2 5¥61JC1
Performance Tools

STTOPTH STTOPT1 STTOPTA 2T61PTH

group

Database

Host Servers

5770331 option 12

5770331 option 12

5770351 option 12

5761331 option 12

Qshell

5Y70331 option 30

5770331 option 20

5770331 oplion 20

5Y61331 option 30

PASE (Portable App
Solutions Env)

5760331 option 33

5760331 option 33

5770331 oplion 33

5761331 option 33

Domain Mame System

57703531 option 31

57705321 option 21

5770221 option 21

Digital Certificate Manager

5770331 option 34

57703531 option 24

5770351 option 24

Note: Other products required for certain functions within IBM Navigator for i
https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/IBM%20i%20Technology%20Updates/pa
ge/Product%20Install%20Requirements © 2010 1BM Corporation 17



https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/IBM%20i%20Technology%20Updates/page/Product%20Install%20Requirements

Pre-requisites for Navigator

(2 of 2)

v" Ensure the HTTP Admin server is running (Qhttpsvr subsystem) :

Navigator runs in Admin2 server job

(STRTCPSVR SERVER(*HTTP) HTTPSVR(*ADMIN))

Active Jobs .

Refresh | Subsystem: Qhttpswr Elapsed time: 00:00:00

& | B @

Job Name

|3=+ ... | Mo filter applied
Qhttpswr

&

Admin
Admin
Admin
Adminl

Actions =

Detailed Status

Waiting for dequeuse

Waiting for signal
Waiting for signal
Waiting for signal
wWaiting for thread

Current User

Qsys
Qtmhhttp
Qtmhhttp
Qtmhhttp
Qwiswr

Type

Subsystem
Batch - Server
Batch immediate
Batch immediate
Batch immediate

Admin2

Waiting for thread

Qlwiswr

Batch immediate

| ]
& ® Bage @ &

v' Recent HTTP Group PTF
*  PTFs for all components in Navigator are packaged and delivered as part of the HTTP PTF Groups.
* In addition there are a number of other groups that are needed to ensure that all parts of the navigator interface function

properly.

Admin3
Adming
Admins

Waiting tor thread
Waiting for thread
Waiting for thread

Qlwiswr
COwebadmin

Qlwiswr

Batch immediate
Batch immediate

Batch immediate

© 2019 IBM Corporation
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Navigator related Group PTFs

Fixes and major enhancements to Navigator for i are available in:

— IBMi17.3

« HTTP Server group - SF99722

« Java group - SF99725

» Database group - SF99703

» Performance Tools group - SF99723
- IBMi7.2

« HTTP Server group - SF99713

- Java group - SF99716

» Database group - SF99702

» Performance Tools group - SF99714
- IBMi7.1

« HTTP Server group - SF99368

« Java group - SF99572

« Database group - SF99701
» Performance Tools group - SF99145

Navigator Enhancements are
often taken back to previous
releases via PTFs

7.4 1s GAon June 21. 2019

© 2019 IBM Corporation
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http://www.ibmsystemsmag.com/Blogs/i-Can/December-2014/Navigator-for-i-Enhancements-Are-Available/

Tips for Best Performance for Navigator

Note: Navigator will not run fast on a system that is already slow!

v" Ensure no bad DNS entries on the system

= http://www-
912.ibm.com/s dir/slkbase.nsf/1ac66549a21402188625680b0002037e/b9e677063f24f859862575ee006b1881

v' Use Application Runtime Expert to validate your environment
= http://www.ibm.com/developerworks/ibmi/library/i-applicationruntime/index.html

= Network health checker can be run from QShell:
/QIBM/ProdData/0S/0SGi/templates/bin/areVerify.sh —network

http://ibmsystemsmag.blogs.com/i_can/2013/09/application-runtime-expert-network-health-checker.html

v' Use the Web Performance Advisor to validate your Web Performance
= hittp://pic.dhe.ibm.com/infocenter/iseries/v7rimO/topic/rzaie/rzaieconwebperfadvisor.htm

v' Keep current on Group PTFs

20
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IBM Navigator for |

* IBM Navigator for i is the Web console for managing IBM |

— Has much of the function as System i Navigator
= but with a browser user interface

— Simply point your browser to http://systemname:2001

Walcome

IBM. Navigator for i

[r— wWelcome to the IBM Mavigator for i About Conscole
@ Password:
L in

IBM Mavigator for i provides an easy to use interface for the web-enabled IBM i management tasks, including all
previous IBM i Navigator tasks on the wweb, and 2001 port tasks.

Expand IBEM i Management in the left-hand navigation area to get started.

To sae the previcus wversion of the 2001 port tasks and where they are located nowve. click below.

‘IBM i Tasks Page

Note: After the release of the December 2016 HTTP Group PTF the 2001 port is no longer redirecting to port 2005 by
default. Instead 2001 will now only redirect to the non-secure 2004 port.
© 2019 IBM Corporation
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Dashboard

« Task in Navigator

 Also available with iAccess Mobile

« Key metrics
updated in
real time

 Set thresholds
to visualize
potential issues

Welcome 3¢

Welcome
Dashboard

Dashboard 3¢

IBM® Navigator for i

Dashboard
3¢ cPuU utilization € Page Faults <« Disk Utilization
£ i = a0 J £.
_5 o - . . 4 ; 600 o - @ _ o 2
5 z o 2
= P 400 a
g - £7, 2
1% e N <Y = L ) o e i ) N
s Wb =¥ A e OCH e NS e ] NS 27 J
Time Time Time
89% 624 4%
——t =t =t Disk Pool 1, Unit 7
> Disk Pool Usage Jobs ? Operator Messages
F Name, User, Status, Subsystem, ... .
= \- er tus, Subsy e 2 0 Inquiry
& o ® o o « © ADMIN, 0%
g o ADMIMN, 0%
& o ADMIN, 0% 3 Warning
x _ _ o ADMIN1, 0%
a . . ! © ADMIN2Z, 2.8%
A7 e 2™ o ADMIN3, 0%
Time o ADMIN4, 0%
o ADMINS, 0%
940.‘!0 ~ PR ETRL LA IE W~ ns
-y Disk Pool 1 Filter Matches: 274 -

© 2019 IBM Corporation

22



Configurable intervals and thresholds

Welcome 3¢

Drashboard 3¢

Dashboard v
Auto () Stop Reset
Interval: 1s [ Duration:  1s &)
= ~
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Basic drill-down - CPU Utilization

> CcPU uUtilization
—
==
o
— 100 -
L= | 4 i_p i 4
-
m
J
E
=
=
= 0
il u 1
* W2 o 7L
s b . y B .\_=__":- .;-l- =_"=q. Pe -\.\__."4 =
Time
87%
L
e b4
- = &0 = B0

Top Jobs

1. TESTPACK, 38.1%

Job: TESTPACK

User: DFL

Number: 025336

Status: RUN

Function: PGM-TESTPACK
Current User: DFL
Subsytem: QINTER

2. QZRCSRVS, 24%
3. ADMINZ2, 2.8%

4. CRTPFRDTAZ, 0.6%
5. QZRCSRVS, 0.6%

hE-i QIZLSFILET, 0.4%

v ¥V ¥V VvV V¥V

© 2019 IBM Corporation

24



Jobs - search and drill-down

Jobs

dawn

o QZDASOINIT, 0%
o QZDASOINIT, 0%
o QZDASOINIT, 0%
o QZRCSRVS, 0.6%

Filter Matches:4

Jobs
Filter: dawn

QZDASOINIT, 0%
QZDASOINIT, 0%
QZDASOINIT, 0%
QZRCSRVS, 0.6%

Job: QZRCSRVS
User: QUSER
Number: 041924
~ Status: RUN

Function:
Current User: DAWN
Subsytem: QUSRWRK

{ v v v

© 2019 IBM Corporation
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Drill-down to System Monitors and Investigate Data i-UG

o
< Page Faults <« Disk Utilizz
— 700 ~ e
= 600 View Monitors
ﬂ SO0 " o . i . -
S 400 Investigate Monitor Data(Machine Pool)
S0
E 200 - Investigate Monitor Data(User Pool)
& mz - | Investigate Page Faults Data o
P> B b ot po . B [ [ [
N e w® o> N 15'#- o> N o N
Time Tim
469 21%
- e Disk Pool 1, |
e e
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IAccess Mobile Dashboard

View from your favorite mobile device
* Phone
* Tablet

http://system.name:2001/iamobile

w" CPU Utilization

«" Page Faults

AN

7\

J\

i

© 2019 IBM Corporation
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Introduction to Wait Accounting



Performance Fact:
"All computers wait at the same speed”

29



What is Wait Accounting? i-UG

Walit Accounting = the ability to determine what a job Iis doing when it is not
running

xclusive!! Patented IBM I technology built into IBM |

30
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Wait Accounting Overview

= When ajob is not running (using CPU), it is waiting
— But why is it waiting? How long is it waiting? And what is it waiting for?

= Waits may be normal, some waits are not normal
— Wait Accounting helps to determine what the wait is and if it is a problem

= [IBM i has instrumented most of the key wait conditions

— Wait information is automatically collected by
Collection Services and Job Watcher

31
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Wait States -UG

= \Wait information is tracked (automatically!) for each job, thread and task on
system
= Ajob/thread/task is in one of three states:

e Using CPU

e “Dispatched CPU” — Assigned to a virtual processor so it can begin execution
of instructions

md  Waiting for CPU

e “CPU Queuing” — Ready to use processor, but waiting for it to become
available

s Waiting for something else... _ .
These waits are typically the most

e |dle waits ~interesting waits to focus on
* Blocked waits

32
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i-UG

Wait Accounting - Buckets

Wait Buckets = “Wait condition groups” instrumented in the operating system.

— Buckets can then be analyzed to determine where a job is spending it's
time (running or waiting)

— Categorized into 32 buckets

— Buckets found in both Collection Services and Job Watcher data

—Waits can be viewed at a system-level or at an individual
job/thread/task level

— Can also be grouped by generic job name, subsystem, current user
profile, pool ID, etc.

A 24 A A A A A A A
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32 Walit Buckets (6.1 and beyond)

E
G)

© 0N Ok WNPRE

e T e~ S = S T
N o o koo

Time dispatched on a CPU
CPU queuing

Reserved

Other waits

Disk page faults

Disk non-fault reads

Disk space usage contention
Disk operation start contention
Disk writes

Disk other

. Journaling

Semaphore contention

Mutex contention

Machine level gate serialization
Seize contention

Database record lock contention

Object lock contention

18.
19.
20.

21.
22.
23.
24,
25.
26.
27.
28.
29.
30.
31.
32.

Ineligible waits

Main storage pool contention

Classic Java™ user including locks (to 6.1)

— (7.2) Journal save while active

Classic Java JVM (up to 6.1)
Classic Java other (up to 6.1)
Reserved

Socket transmits

Socket receives

Socket other

IFS

PASE

Data queue receives

|dle/waiting for work

EED = Blocked Waits :l

Synchronization Token contention

Abnormal contention

http://www.ibm.com/developerworks/ibmi/library/i-ibmi-wait-accounting/

http://public.dhe.ibm.com/services/us/igsc/idoctor/Job Waits White Paper 61 71.pdf

© ZULI TBIVI COTrporauori

34


http://www.ibm.com/developerworks/ibmi/library/i-ibmi-wait-accounting/
http://public.dhe.ibm.com/services/us/igsc/idoctor/Job_Waits_White_Paper_61_71.pdf

Common Waits that Applications use

= Disk Walits

= Journaling

= Database record locks

= Object locks

= Sockets

= Semaphores, Mutexes, Synchronization Tokens

© 2019 IBM Corporation
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Walit Accounting — "Run-wait” signature -UG

Applying the concepts of wait accounting, we are now able to identify the amount of time the
thread/task was running and the time the thread/task was waiting.

Consider the following:
Batch job with total run time of 6 hours

Run-wait signature

Wait
170 min

Elapsed time 6 hours (360 mins)

36
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Wait Accounting — “Run-wait” signature

Wait breakdown

170 minutes

g Potential for job to run A
faster if waits can be
L eliminated )

Disk Page Fault Time Disk Writes Journal Dfolti?:rd
100 mins 30 mins 15 mins . &
15 mins

Now you can start asking questions such as: g
» Are my pool sizes appropriate? What object(s) is the faulting occurring on? ‘—
* Is the write cache being overrun? Is the application forcing writes out synchronously? Excessive
database file (opens)/closes?

Are all the journals optimally configured? Are unnecessary objects being journaled?

Am | locking records or objects unnecessarily?

© 2019 IBM Corporation 37



Why you should |leverage Wait Accounting!!

Helps you understand both system and application characteristics
— Is it CPU bound? I/O bound?

» Helps you to understand where to focus your effort and investment
— Is there a bottleneck on CPU, memory, I/O, or contention time?
— Invest resources where greatest benefit will be $$$ £ £ £
« Fixing application vs. adding hardware
= Can offer insight into potential performance issues before end-users are affected
— Can leverage aspects of wait accounting in test environment
« Eliminate surprises
« |dentify bottlenecks that prevent scaling

= Provides valuable clues to help analyze performance issues as they arise

» |nstrumentation part of base IBM i1 operating system, IBM tools available to help you analyze 28
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Goals.....

Vv Maintain a balanced system
— Adequate processor, memory, and I/O allocated for workloads(s)
— Jobs aren’t waiting to use resource
— Don’t focus on one and neglect others!

CPU ‘ Memory

x [ A\

Disk

v Minimize contention times
— Reduce time jobs spend waiting on database record locks, object locks, etc.

39
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Processing Overview

Dispatch CPU

[EEY

Ineligible Abnormal

Activity
Level
Available?

CPU Queuing
Other Waits
Disk activities

Journal Wait

Mch Ivl Gate Serial

Seize contention

DB record Lock

Object Lock

Ineligible Waits
Idle/Waiting for work

Abnormal Contention

Dispatch
CPU
Queue

Contention

IIIIIIIIII> EEEEEER

Yes

A

LD (D | e

O

c

D

c

D
EEEEEEEEEEEEEEEEEEENEENEENE,

CPU Queue

lllllll..llllllllllllllll‘l

: preempuve . * \Wait

. \ 4

. - * SHORT WAIT l * Long Wait

: IIIII HOId ACthlty Level I‘lllllllllllll ‘DiSk |/O 'LOCk

: * Seize l » Above the MI
. * Gate « Other Wait

. * Below the MI 14 ——

II""'I LoseACt|V|ty Level hllllllllllllllllllllllllllllllllllllllll;
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Performance Tasks

IBM= Navigator for i

wWelcome

» “Performance” is a major function in Navigator
5 - Investigate Data = “Performance Data Investigator”

= IBM i Management [
Target Systems and Groups
Fawvorites
System .
« Manage Collections
Basic Operations
Work Management
Configuration and Service
Metwork
Integrated Server Administration
* And much more!
Users and Groups
Database

B Journal Management Welcome ¢ | Dashboard ¢ | Performance ¢

B Performance
Performance

IEM i Performance tools allows you to collect and investigate performance data on your system.

B Investigate Data

Investigate Data Search

Health Indicators

Monitor

Collection Services . Investigate Data

Ermliesz Performance Data Investigator allows you to investigate prewviously collected performance data on your system.
Job Watcher

Disk Watcher . Manage Collections

Performance Explorer Collection Manager allows you to wview and work with the performance data on your system.

Batch Model

sSsD analysis for 7.1 Close

Manage Collections

Configure Collection Services
Graph History
All Tasks
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Packaging: Performance Tools Licensed Program Product i-UG

7.2 7.3
= [BM i for Collection Services, Health Indicators, Monitors, Graph History

= Performance Tools Licensed Program Product
(5770PT1for7.1,7.2,7.3,7.4)

* Performance Tools - Manager Feature (option 1) 7.2
» Disk Watcher, Performance Explorer, Database, Batch Model

 Performance Tools - Job Watcher (option 3)
« Job Watcher

Product ID Product Option Release Description
(¥ s770pPT1 0000 VZ7R3MO IBM Performance Tools for i - Base

E SFFOPT1 0001 WAR3IMO Performance Tools - Manager Feature
B S7FFOPT1 o002 WZR3IMO Performance Tools - Agent Feature

¥ s770prT1 0003 V7R3MO Performance Tools - Job Watcher
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Packaging view in PDI - 7.2 & 7.3

Investigate Data - Performance Data |

Perspectives

uHeaIth Indicators

/

7_2- DMOF‘IitDI"

uCDIIectiDn Services

Included with the base
operating system

. Database

|;lJ-:}I::l Watcher

u Disk Watcher

Ll performance Explorer /

uBatch Model

© 2019 IBM Corporation

IBM Performance Tools — Manager
feature

IBM Performance Tools —

Job Watcher feature
(additional charge)
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Prerequisites: Authority i-UG

» Users need to be authorized to use the Investigate Data and Manage Collections
performance tasks

» |nclude users on the QPMCCDATA and QPMCCFCN authorization lists
« Can be done via GUI or green screen

Qpmeccfen.autl Permissions - Localhost

Object:
/QSYS.LIB/Qpmcoccfen.AUTL
Type: Oowner: Primary group:
Authorization list Qsys (None)
Authorities view: Details ~ | Go | . , , .
G 16 2] (@] Scicct Acton < ] Edit Authorization List
Select Name AUTL Management Use Change All Exclude Cug|
~  |& (Public v Object . . . . . . . : QPMCCDATA Owner . . . . QSYS
T #Qsys ¥ v Library . . . . . : QSYS Primary group . *NONE
l Add... ] Remove |  Customize... |
- 888, o D oiiied Objects Type changes to current authorities, press Enter.
Object List
User Authority Mgt
*PUBLIC *EXCLUDE
QSYS *ALL X
PDIO1 *USE
PDIO2 *USE
PDIO3 *USE
More. ..
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Prerequisites: Create Database Files

= PDIrequires data in the Collection Services DB2 files
— The default is to create the database files during performance data collection

— If you have turned this off, you will not be able to view performance data with PDI until

the data is created in the files

— Recommended to leave this setting at the default

Command interface:

The “Create Database files” option for the
performance collection should be *YES

CFGPFRCOL command - CRTDBF (*YES)

Configure Collection Services
Genera 1 Library: [loPFRDATA
Tt tm CallEss Default collection interval: @ i5 ~ seconds o 1
Data Retention Cycling
System Monitor Categories Cycle every day at: ,m Example: 12:30 PM
Cycle every: 24 ~ hours

—~

System options o,
Enable system monitoring Q@
( Create database files during collectioD —

Create performance summary data when collection is cycled

Send PM Agent data to IBM

45
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Prerequisites: Verify Collection Services is Active

= Collection Services is the foundation for many performance tasks
« Make sure Collection Services is active (Started by default)

[=] Collectors
Disk Watcher
~

Job Watcher Status: Started ® @
. . Library: PFRDATA g
[=] Collection Services Y Q ~ St

Collection object: QO58000002

Collection Services Status

Active Collection Services Collections

. . . Collection profile: Standard plus protocol
Collection Services Collections P P P

: . Started: Wed Feb 27 00:00:02 CST 2013
@ECUDI’I Services Status> arte eare

Configure Collection Services Cycle time: 00:00:00

E'-,fcle T = e e Default collection interval: 00:05:00

Start Collection Services OK |
Stop Collection Services
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Investigate Data — Navigation Example

IBM*= Navigator for i

Welcome
Dashboard

Search Task
= IBM i Management

Target Systems and Groups
Fawvorites

System

Monitors

Basic Operations

Work Management
Configuration and Servi
Network

Integrated Server A
Security

inistratio

Users and Grou
Database
Journal Man ement
I EH Performance I

H Investigate Data

Manage Collections

Configure Collection Services
Graph History
All Tasks

oy

Performance

IBM i Paerformance tools allows you to collect and investigate performance data on your system.

Investigate Data

Performance Data Investr

. Manage Collections

Collection Manager allows you to wiew and

Close |

© 2019 IBM Corporation

with T Performance

HEEHBEBEEBE

B Investigate Data

Investigate Data Search
Health Indicators
Monitor

Collection Services
Database

Job Watcher

Disk Watcher
Performance Explorer

Batch Maodel

r allows you to inwvestigate prewviously collected performance data on your system.
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Investigate Data — Select Collection

Investigate Data - Performance Data |

Perspectives

= uHeaIth Indicators
= uMonitDr

@Collection ServicD

u[}ata base

uJob Watcher
uDisk Watcher

uperForman::e Explorer

uBatch Model

The Collection boxes allow
you to specify which
collection you want to work
with.

Only collections valid for the
type of chart you select will
be displayed.

Investigate Data - Performance Data Investigator

Perspectives

ﬁHealth Indicators

mMDnitDr

lal::n:nllnalrl:in:nrl Services
® —ou Utilization and Waits Owverview
® —ou Utilizstion by Thresd or Task

- Rasource Utilization Cwerview

m_'l ob Statistics Owerviews

m\.ﬂJaitE

Beceu
ﬁniak

mph-,rEilzal Disk I/ O

mS',fnl:hrnnnuE Disk I/ O

mMemor[
mpage Faults
ml_nqilzal Databasa I/ O

EVirtual /O

mCammuni:atiDns

ESEED Display Transactions

mphgsi:al Sy=stem

mlaﬁ

mTimE“HE

m‘u‘.’arl—claad Sroup

ml:allectian Saervices Database Files
ﬁDatabase
mJDb Watcher
mDiEl{ Watcher

mperl’arman:e Explorer
mBEtEh Model

mCUEtDm Barspactivas - PDOITESTO

Selection
Name
CPU Utilization and Waits Owvarviaew

Drescription

This chart shows CPU utilization and some categories of the

more interesting waits for all contributing jobs and tasks owvar

time for the selected collections. Use this chart to select 2 ti
frame for further detailed investigation.

View List
CPU Utilization and Waits Owverview

Collection
Collection Library
JFPFFRDOATA -

Collection Name

Most Recaent

Display J Search ] Sawve as Fawvorite J

Cptions ]

Close J

me

© 2019 IBM Corporation
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E
)

Selecting a Collection

« Collections have the date and time to help you identify the one you are interested in

 Note Q* and R* collections Collection
% . . Collection Library Collection Name
— R* collections are new in 7.2 OPFRDATA v | Most Recent B
« System monitor data MostRecent . |8

Display | | Search | 122180002 (*CSMGTCOL) - May 2, 2018 6:00:02 PM
R122180002 (*CSFILE) - May 2, 2018 6:00:02 PM
Q121180002 (*CSMGTCOL) - May 1, 2018 6:00:02 PM
121180002 (*CSFILE) - May 1, 2018 6:00:02 PM
R121180002 (*CSFILE) - May 1, 2018 6:00:02 PM
Q120180002 (*CSMGTCOL) - Apr 30, 2018 6:00:02 PM
Q120180002 (*CSFILE) - Apr 30, 2018 6:00:02 PM
R120180002 (*CSFILE) - Apr 30, 2018 6:00:02 PM
Q119180002 (*CSMGTCOL) - Apr 29, 2018 6:00:02 PM
119180002 (*CSFILE) - Apr 29, 2018 6:00:02 PM
R119180002 (*CSFILE) - Apr 29, 2018 6:00:02 PM
Q118180002 (*CSMGTCOL) - Apr 28, 2018 6:00:02 PM
Q118180002 (*CSFILE) - Apr 28, 2018 6:00:02 PM
Q117180002 (*CSMGTCOL) - Apr 27, 2018 6:00:02 PM
Q117180002 (*CSFILE) - Apr 27, 2018 6:00:02 PM
Q116180002 (*CSFILE) - Apr 26, 2018 6:00:02 PM
Q115180002 (*CSFILE) - Apr 25, 2018 6:00:02 PM

1
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Suggested Starting Points

Perspectives Selection
. Name
FM Resource Utilization Overview
UMonito r - _
. Description
‘Acollection Services Charts that show utilizations and rates for some of the more common collection metrics on an
interval by interval basis. Use this information to find and compare relationships and select a time

® cpy Utilization and Waits Overview
® Cpy utilization by Thread or Task

frame for more detailed investigation.

- Resource Utilization Overview View List
Jd1ob Statistics Overviews Resource Utilization Percentages
(o ) Resource Utilization Rates
L--:Wa|ts
Perspectives Selection
= Name
— Health Indicators CPU Utilization and Waits Overview
L IMonitor - -
Description

This chart shows CPU utilization and some categories of the more interesting waits for all

‘AcCollection Services
contributing jobs and tasks owver time for the selected collections. Use this chart to select a time

® CpyU Utilization and Waits Overview
® Cpu utilization by Thread or Task

b Resource Utilization Overview View List
Investigate Data - Performance Data Investigator

frame for further detailed investigation.

Perspectives Selection
P Name
L:JHeaIth Indicators CPU Utilization by Thread or Task
LdMonitor _ _
Description

Charts that show CPU usage by thread or task and ranked by the largest contributors. Use this

‘Acollection Services
chart to select contributors for further detailed investigation.

® Cpu Utilization and Waits Overview
® Cpy Utilization by Thread or Task View List
Resource Utilization Overview CPU Utilization by Thread or Task

Starting points can depend on goal (monitoring versus problem determination...)

© 2019 IBM Corporation
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Resource Utilization Overview

Resource Utilization Percentages

X < =2 &«
80
|
70 |
o 60 [ |
=
£
S 50—
[ [ |
= 40 _
=
ot
g 30 -
=]
= 20
10 |
o T T T T T T T T T T T T T T
12:05 AM 12:35 AM 1:05 AM 1:35 AM 2:05 AM 2:35 AM 3:05 AM 3:35 AM 4:05 AM 4 W

— Fercen t Disk Busy

Date - Time

Disk Space Utilization

— Partition CPU Utilization

Resource Utilization Rates

X 7 @ i K =

Summary for general overall health:

CPU Utilization

Disk Space Utilization

Disk Busy

5250 Transactions per second

I/Os per Second (logical and physical)

700,000
600,000 ]
500,000 -
400,000 |
300,000 |

200,000

Utilization Rate Per Second

100,000 ]

0

T T T T T T
12:05 AM 12:35 AM 1:05 AM 1:35 AM

—— Total Physical Disk 1j0Os Per Second

Total 5250 Display Transactions Per Second
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L} T I T I 1 Ll T Ll 1 T 1
2:05 AM 2:35 AM 3:05 AM 3:35 AM 4:05 AM 4:35 AM
Date - Time

Total Logical Database 1/0s Per Second

— Total Page Faults Per Second
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CPU Utilization and Waits Overview |-

CPU Utilization and Waits Owearview

Perspective Edit B] view [B] History

Collection Time System
Mamel(s): CSZ2ZE82Z29ND Start: Feb 28, 2008 12:00:02 AM Mame: RCHASTMND
Library: COoOMMOM End: Faeb 29, 2008 1Z2:00:00 &AM FRelaasa: WeR1MO
Type: Collection Services File Based Collection

File lawveal: 28

--- Salect Action --- W
CPU Utilization and Waits Owerview
60,000 o 100
50,000 3 # /N
E £ o - 80
3 [ e
% E N\ i =
STl ) =
E : : oo £
= 3 2 - I~
= ] 5 H5 2
@ f0.000 7 b s s I s
= E 5 = =
E 3 sjs —40| =
= po,000 i ; =
7 B i‘ o 1 [ =
10,000 3 : BEi -k alu 20
s E 1 K K AEE L il ¥ i : -
E & i 1444 i il !
E 3,’? K| s 59 [ B
- i il I
o dExwd] HEEEEEEERE ; i T A b
12:15 AM 215 AM 4:15 AM AM 5 AM 1215 PM  2:15 PM 4:15 PM 6:15 PM B:15 PM 10:15 PM
Date — Time
k=] Dispatched CFU Time Ed CPU Queuing Time Eal Cisk Time
Journaling Time [ operating Swstem Contention Tirme 7] Lock Contention Tirme
E Ineliginle waits Time —— Partition CPU Utilization
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CPU Utilization by Thread or Task

CPU utilization by Thread or Task - Top 50 Contributors

--- Select Action --- w |

CPU utilization by Thread or Task - Top 50 Contributors

3 Y o2 Bl A

QPOZISPWP/USRODD0D034 /574683

ACMEODO0B35/USRODDO1L1L/S5TFTLY
ACMEOO0835/USRO000111/575316 -

ACMEOD00633/USRO0D00004 /573624

QIVAEXEC/QSECOFR/575947 -

ACMEOOODE835/USRO0D00111 /575292 -

ACMEO00835/USR0000111/575293

Thread or Task

ACMEOODEZ5/USROOODD0111/574484 -
ACMEODO0543/USROD00037 /568207 -
ACMEOOODEB3I5/USROO0D0D0111 /575308 -

ACMEODODS44 /USROO0O0DD3T/S68214 -
Bl CFrU Utilization

0000071E
0O0000BE2
o0o000BCT
00000080
0000068F
000008BBC
000008EBD
0000079E
0000008BE
000004CE

00000090
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Graphing Multiple Collections i-UG

F U LANEU I IWES LIg < LT .
1 JCD”ECtIDH Saervices

It your collection library has 5 or fewer e ——

collections, an All option is available to display all Seltinetn b lese a ol
. . Resource Utilization Owverview

the collections in one graph

Jiob sStatistics Overviews

JWaits
Hcpu
Jpisk

Jphysical Disk 1/O
JSvnchrcncus Disk 1/0O

It will take longer to display the graph

— Multiple collections means larger
gueries!

JMemorg

Jpage Faults
;lLogical Database I/O
virtual /O

—J communications

Hint: when the graph appears, you need to use
the “reset zoom” tool to display all the data.

-—--|525C| Display Transactions

Jphgsical System
:'Java
A Timeline

—-IM Most Recent
collecti

= Q225000002 (*CSFILE) - Aug 23, 20132 12:00:02 AM
= —-ILE'EISE Q236000002 (*CSFILE) - Aug 24, 2013 12:00:02 AM
Q237000002 (*CSFILE) - Aug 25, 20132 12:00:02 AM

Collection Q238000002 (*CSFILE) - Aug 26, 2013 12:00:02 AM
Collection Library Q239000002 (*CSFILE) - Aug 27, 2013 12:00:02 AM
PERFDATA Most Recent -
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Graphing Multiple Collections

This example shows five days of (fairly uninteresting) Collection Services data

— Do you know what ran each day at midnight?

CPU Utilization and Waits Overview

X <7 @ i &

160 30
140 —
] L 25
120 —
= - 20
= 100 -
=
(=]
< 80— L1315
a N
a
E 60-
i= | —10
40 —
20
0 .’ T T
12:05 AM 12:05 AM 12:05 AM

Dispatched CPU Tirme

4

Date - Time
CPU Queuing Time
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A More Interesting Example...

4 days of more interesting performance data.

Observe the pattern...

CPU Utilization and Waits Owe

CPU Utilization (Percent)

= = =1 = = = = =
= ] [ \D L% -+ [ap] [l - 2
| | | | | | |
o B ot H H-
J_J_u_u_u_u_u r - -_u_u_u_u_u_u_u_u_u_u_u—u_fz A
Fii
EEL)
L
L
- L] _:_L_L_L_UUI.q AP
Luuuuummmmmmmnnb B
et o[ e =
UL R .nnnnnnmmmmmmu H H
IIIII OO s
DD
r._n__ummmmm.\ B
ﬂllluummmmmmmmﬂ. =
1]
Lunmmmuw_w_\ :
e8] 1) _mF-
E —
=] =4
= 5
1 =
0 =
m
[k}
i I
- i §
s, 1
Ty
|
LI ) LI ) _ T LI _ LI T _ LI ) LI ) _ T LI ) T LI ) T 1'
= = = = = = =
[ =] 2 [ =] =] [ =] [ =]
S S S S S S
= g = Ty = Iy
(a3 ™) [l L -

(Spu0dIag) awi|

315 pPM 11:15 PM V15 AM 315 PM 11:15PM 715 AM 315 PM 1115 PM 715 AM 3315 PM 11:15 PM

7115 AM

Date - Time

Ed cruU Queuing Time

Dizk Time

Dispatched CPU Time
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View Collection and System Details

Toggle on/off the detailed information regarding the collection or the system
from which the collection originated

Wiew B
= +* Show Context
v Show Systerm Information

Show/hide
Context

Show/hide
System
Information

—

Collection
Mame(s):

Library:
Type:

File lewvel:

Time System

Q016000149 Start: Jan 16, 2013 12:01:49 AM Name: ROCHMMN
PMR17037 End: Jan 17, 2013 12:01:57 AM Release: VW/R1MO
Collection Services File Based Collection

36

System Information

Mame: ROCHMMN Total Processors: 16 Interactive Threshold: 100%
Release: V7R1MO Processors / Cores Active: 10 System ASP Capacity 4,680 GB
Type: 9117 Awvailable Processors: 6 Hypervisor Memory: 9,728 MB
Model: MMA Virtual Processors: 10 Primary Partition: (0]

Serial Number: 10-3709C Installed Processor Count: 12 Partition ID: 15
Processor Feature Code: 7380 Processor Units (allocated to partition): 3.05 Partition Count: 15
Processor Feature: 7380 Processor Sharing/Capped: Yes / No Partition Memory: 100 GB
Generated On: ROCHMN QPFRAD] System Value: 3

Prowdes guick access to system information from Collection Services QAPMCONTF file

for the Collection being viewed
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Navigation History

= Keeps track of where you have visited, easy to “back-track”
= Quick way to get back to “Home” (main navigation tree)

Waits by Fool

Parspactive (] Edr ol view (=) vistory Lol

Collection Waits Overview
Name(s): QO58000002 Waits for One Job or Task p:02 £
Library: QPFRDATA Waits by Job or Task
Type: Collection Services File Base Disk Waits Owverview
File level: 36 CPU Utiization and Waits Owverview
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Tools to Interact with the Charts

Select Show Tooltips Zoom qut

Pan Zoom Region Reset Zoom
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Selection

CPU Utilization and Waits Overview

Perspective Edit View History

owns will

rame

Collection Time System
Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM Name: .
Library:  COMMONZ2 End: Feb 28, 2008 12:00:00 AM Release: Fu tu re d rl I I —C
Type: Collection Services File Based Collection
R
P - T
| [ Select Action — | = » respect tiime
CPU Utilization and its Overview
q 100
50,000
] 80
40,000 -
] S
4 —60
2 : £
= B —
< B r~
£ 30,000 ] =
& s 7 i =3
@ 1 =
E E 2
= 3 —40 =
] =
: =
20,000 =
. 20
10,000
E - = & o S ~ - -
beeetEEH EEEEE L EEEE TR H PR HEH
iﬁﬂg 7| A 5 B & o ) 4 Bl A A & a \ 5 o
12:15 AM 2:15 AM 4:15 AM 8:15 AM 10:15 A 1:15 PM 6:15 PM 8:15 PM
Date - Tighe
Dispatched CPU Time CPU Quewuing Time Disk Time Journaling Time operating Systerm Contention Time

Use to select data point(s).
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Pan %

CPU Utilization and Waits Overview

Perspective Edit View History
Collection Time System
Name(s): CS228229MND Start: Feb 28, 2008 12:00:02 AM Name: RCHASTND
Library: COMMOM2 End: Feb 29, 2008 12:00:00 AM Release: V6
Type: Collection Services File Based Collection
i | | -— Select Action — = | |
CPU uUtilization and Waits Overview
Y QG =) Ll =
T 100
E | A N
50,000 = “+
E ] —80
1 %
] . =]
B b I =
40,000 E:: =
= E o =
= E = 60 E
= E g =
=] 3 g =
< 30,000 & =
o 30,0007 % =
at = E.: =
E S o a0 [P
= e S =
20,000 4 = =
] L =
E =
E —20
10,000 4
o LAY L o
12:15 AM 12:15 PM
Date - Time
Dispatched Cho—Firee E=roeine e B Est—Firre e ACASLBAL=Saiai- s i

Use to shift chart right or left, up or down.
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Tool Tips | &

CPU Utilization and Waits Overview

Perspective = Edit &l View = History

Fdr i =

Collection Time System
MName(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM Name: RCHASTND
Library: COMMOMNZ End: Feb 29, 2008 12:00:00 AM Release: VEGR1MO
Type: Collection Services File Based Collection
P
--- Select Action ---
CPU Utilization and Waits Overview
_____ (o
5 = )u « 6
60,000 100
' Ml Opera: System Contention Time: 31,360.91 Secomnds i
50,000 —| 1 N T ] L 80
| =]
! =
b - =
5 40,000 | . =
= = =
= = Fe0 =
= E-1 ~
= i =
& 30,000 - : L =
@ B =
E b -0
= 20,000 | B - : 5
i ; : L 20 <
10,000 —| K E A
i = i E i
e E =3 "
o ic T g o
12:15 AM 2:15 AM 415 AM 6:15 AM 8:15 AM  10:15 AM  12:15 PM 2:15 PM 4:15 PM 6:15 PM
Date — Time i
Dispatched CPU Time CPU Queuing Time el Disk Time e

Use to see metric details for interval.
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Zoom Region =

CPU Utilization and Waits Overview = =]

Perspective =l Edit =l View =l History

Collection Time System
Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM MName: RCHASTND
Library: COMMONZ2 End: Feb 29, 2008 12:00:00 AM Release: VGR1MO
Type: Collection Services File Based Collection
-
. --- Select Action ---
CPU Utilization and Waits Overview
—
100
50,000 —| | g0
(]
5 =
o 40,000 - A =
= " -60 =
= P
& 30,000 B E.
a -
= T -0 =
F 20,000 | e =
e -
o £ : 20 <
10,000 —| E § : : f
: A GE S 5 aj[if 2P »
o FECER TR R |
12:15 AM PM 4:15 PM 6:15 PM
'y
Dispatched CFU Time — = ueuing Time EeRl Drisk Time '_;

Use to zoom in on a range of data.
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Zoom Region Results

CPU Utilization and Waits Overview i d |

Perspective =l Edit = View = History

Collection Time System
Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM Name: RCHASTND
Library: COMMONZ End: Feb 29, 2008 12:00:00 AM Release: VER1MO
Type: Collection Services File Based Collection

--- Select Action ---

CPU Utilization and Waits Owverview
o
50,000 3
é 2
; - — =
o 40,000 =
= 3 =,
= 3 —
= 3 ~
= E =
& 30,000 E C 5
= E L10
p— ] [1-]
F 20,000 4 i | =
E |: =
E m 4 = E . 20 =
10,000 3 | 1 | £ 1
3 | | j E q
= 1 A s ; s M| 1l N
\."\.J'i.,'\."\-\. '\."\-\.JI'\."\., "\.,'\.:\.J'\.’ '\.J'\."\i,\."\. \."\.Ji\.,'\.,\. : I:"\.,'\.I’\.J'\. '\-\.J'\."i.,\."\-\. ; ,'\.,\.I"\.J'\., '\.J'\.,'i.’\.}'\. "\-\.J'\.’I\.,'\.’ ,'\-\."\-\.Ij'\."\., o
3:30 AM 3:45 AM4:00 AM 4:15 AM4:30 AM 4:45 AMS:00 AM 5:15 AM 5:30 AM S5:45 AM 6:00 AM 6:15 AM 6:30 AM
Date — Time ‘:
Dispatched CPU Time E3d cru Queuing Time IE] Disk Tirme | e
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Zoom Out = |-

CPU Utilization and Waits Overview

Perspective =l Edit =l View =l History = Zoom OUt eXpandS the graph eaCh
DN e Sysem time it is clicked

Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM Name: HUHASINL
Library: COMMONZ End: Feb 29, 2008 12:00:00 AM Release: VG6R1MO
Type: Collection Services File Based Collection

--- Select Action ---

CPU Utilization and Waits Overview |
CPU Utilization and Waits Overview

Perspective &l Edit &l View &l History &l

Collection Time System
Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM MName: RCHASTND
Library: COMMON2 End: Feb 29, 2008 12:00:00 AM Release
Type: Collection Services File Based Collection
& 40,000
= --- Select Action -—-
-
% 30,000 CPU Utilization and Waits Overview
- ~
£ i BV SIENES
L 20,000 E 60,000 100
e
I°q |
e 50,000
10,000 3 b 8o
:9: (=]
P F 2
g = & 10,000 =
o = = ]
T T T 3 5
3:15 AM 4:15 AM 5:15 AM 5 amemm L 2
Date - Time = E
. . . ) ; ; 40
Dispatched CPU Time Ed crPu queuing Time BEl Disk Time E 20.000 ?
’ 2
=
10,000 1F Z0
i L
o SR80 | o s e 151 1 0 e 2=
1215 AM 1:15 AM  2:15 AM 315 AM 415 AM  5:15 AM 615 AM  7:15 AM 815 AM  9:15 AM  10:15 AM
Date - Time 1
Dispatched CPU Time EA cruU Queuing Time Disk Time 3
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Full Zoom Out =2

CPU Urtilization and Waits Overview Ad A=

Perspective &l Edit B View & History

1y to quickly view
1tire collection
haracteristics

Collection Time System
MName(s): CS228229MND Start: Feb 28, 2008 12:00:02 AM Mame: RCHASTND
Library: COMMOMZ End: Feb 29, 2008 12:00:00 AM Release: V6R1MO
Type: Collection Services File Based Collection
1
--- Select Action --- A WE
CPU Utilization and Walits Overview dr
A\ >4
& T
' L C
: E 100
50,000 B0
E (=]
E - =
ﬁcn:l,m:u:—E =
= E —6e0 =
= 4 - ]
= E E =
& 30,000 3 E i =
g i | mBEE R 40 2
T g jaiusBEE: EEL. .-
3 JiIaI30 0 EIEic =
] i JI3I30 0 CIEIL =
1 e [ | o o | EICIE
E CEIC T O0ET CIEIE —20
dbizglelelel 2 EEiE %HEEE% EiriE
E EEIE 31313 00&% CIEIE |
E HU T -
o :I T T T T T T 1 — T T T - 1 T T T T T o
12:15 AM 2:15 AM 4:15 AM 6:15 AM B:15 AM 10:15 AM12:15 PM 2:15 PM  <4:15 PM  6:15 PM  8:15 PM 10:15 PM
Date - Time ¥
Dispatched CPU Time CPU Queuing Time ARl Disk Time I+
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Drill-down -UG

Suggested graph options
for next step in analysis

Fle 1evweall Ao

--- Select Aaction ---

CcCPu Waits Owvernview

Seizes and Locks Waits Owverview
Contention Waits Owverview

Disk Waits Owerview

Journal Waits Owerview %
Classic WM Waits Owerview

CPU Utilization by Thread or Task
Resource Utilization Owverview

CPLU Health Indicators

Export
Modify SQL

Size next upgrade Other Options to
o 2o ot work with data or
refine graphs

y

Time Geconds)

Show as table

Table Actions

67

© 2019 IBM Corporation



Export - *.png, *.jpeg, *.csv, *.txt

CPLU Utilization and Waits Owveaerview

Perspective [®] Edit ®] view ®] History (&l

| --- Select action --- w |

cPu Waits Owverview

Seizes and Locks Waits Owverview
Contention Waits Owverview

Disk Waits Owverview

Journal Waits Owverview

Classic WM Waits Overview

CPU uUtilization by Thread or Task

Resource Utilization Owverview

CPU Health Indicators

Modify SQL
Size next upgrade

Change Context

Time Seconds)

Show as table

Table Actions »

Format
Image (*.png) B3

Title
|CPU Utilization and Waits Owverview

Dz i1mage (*.jpeg)
Comma Delimited ({(*.csw)
Tab Delimited (*.txt)

Format

Image (*.png) -

Data Range
i Al data

@ Displayed data

Data Series

Dispatched CPU Time it
CPU Queuing Time E|
Disk Time

Journaling Time

COperating System Contention Time -

i User-defined range:

First Record Mumber |1

'_I.
s
[
s
m

'_I.
fud
[
fud
m

Last Record Mumber |23

([ ok J | cancel J
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Modify SQL — customize the queries

CPU Utilization and Waits Owvernview

Perspective El Edit El Wiew El History El

| --- Select Action --- » |

cPu i

Time Geconds)

Waits Owverview

Seizes and Locks Waits Owverview
Contention Waits Owverview

Disk Waits Owverview

Journal Waits Overview

Classic WM Waits Owverview

CPU Utilization by Thread or Task
Resource Utilization Owverview

CPU Health Indicators

Export

Size next upgrade
Change Context
Show as table

Table actions

\
Modify SQL

SQL Statement

| Reset

SELECT
QSY . INTMNLUM,
QsSY . .CSDTETIM AS CSDTETIM,
MaX{PCTSYSCPU) AS PCTSYSCPU,
SUM{TIMEDOL1) * 000001 AS WBO1,
SUM{TIMEOZ) * .000001 AS WBOZ,
SUM{TIMEOS +~ TIMEOS +~ TIMEO7 + TIMEOS + TIMEDS + TIME10) * .000001 AS
SUM{TIME11) * .000001 AS WB11,
SUM{TIME14 + TIME1S + TIME12 + TIMEZ22) * .000001 AS WB141519322,
SUM{TIMElS + TIME17) * .000001 AS WB1617,
SUM{TIME18) * .000001 AS WEB18,
100 AS PCT100,
DTETIM AS DTETIM,
DTECEM AS DTECEM
FROM
(
SELECT
DTECEN || DTETIM AS CSDTETIM,
DOUBLE(JWTMO1) AS TIMEOL,
DOUBLE(JWTMO2) AS TIMEDZ,

WEBOLODG607020910,

m

Allow collection choice

| OK J | Cancel J
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Change Context — What should be included

In the graph

CPU Utilization by Job or Task

| --- Select Action --—- = |

L CPU Utilization for Jobs or Tasks

- CPU Utilization by Thread or Task
I -3 Export

Change Context
Modify SQL
Details Size next upgrade
Use the fields below to adjust vour current context. These changes will only affect this panel and any subse / i

- Show as table
Variable _
“ariable Table Acticns

Variable | Description | Value | Required QBRMSYNC/QERMS /338021

- set1 QRWTSRVR/ QUSER/ 436569
QRWTSRVR/ QUSER/ 436661

o EEm il QRWTSRVR/ QUSER/ 436570
QZDASOINIT/ QUSER/ 436740
ORWTSRVR/ QUSER/ 436662
QZDASOINIT/ QUSER/ 436746
ORWTSRVR/ QUSER/ 436518

JIEMNAME MName

Full Name

Job Number

JBNER

JBUSER  Job User

CPU Utilization (Percent

MINDTECEM Century Digit QRWTSRVR, QUSER/ 436551
MINDTETIM Interval Date QZDASOINIT/ QUSER/ 436389

And Time QRWTSRVR/ QUSER/ 436492
C=E T e E=E Century Digit [ QRWTSRVR/ QUSER/ 436658
MAXDTETIM Interval Date || ] No CPU Utilization

And Time Fl
Collection [FoIDEMO || Yes |
Library
Collection |Q071123119 | res CPLU utilizati by Job or Task

\

Name | - Seldt Action ——- = |

cPU utilizatio Job or Task

Page 1 of 1

| oK | Cancel

QORWTSRVR,/ QUSER/436569
QRWTSRVR,/QUSER/436661
QRWTSRVR/QUSER/436570
QRWTSRVR/ QUSER/436662
QORWTSRVR,/ QUSER/436518
QORWTSRVR,/ QUSER/436551
QRWTSRVR/QUSER/436492
QRWTSRVR/QUSER/436658
QRWTSRVR,/QUSER/436698
QORWTSRVR,/ QUSER/436672
QRWTSRVR,/ QUSER/436487
QRWTSRVR/QUSER/436657

Full Name

CPU Uilization (Percent)

QRWTSRVR/QUSER/436666
CPU Utilization
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Perspective — Save As

R R M When a table or chart is modified, you can
| save that table or chart for your own custom
CPU Utlizay{ Zone sk perspective using “Save As...”

Perspective El

Save a Perspective

Saving a custom perspective
Original Location
Collection Services = CPU = CPU Utihzation by Job or Task

Save Location
Perspectives Selection
MName

':qustom Perspectives - DMMAY Custom Perspectives - DMMAY

L [Emptyl

Description
Perspectives that hawve been saved by the user.

Perspective
#MName: CPU Utiization by Job or Task - QRWTSRWVR

Description: |This chart shows CPLU usage by job or task and ranked by the largest
contributors, limited to WjobsL Use this chart to select contributors for
further detailed inwvestigation.

Locked

Save ] Cancel ]
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Perspective — Save As

CPU Utilization by Job or Task

Perspective El Edit El Wiew El History El

Save Complete
n This perspective was sawved successfully.

URL to sawved perspective:

https:/J/isz1lpl13.rch.stglabs.ibm.com: 2005/ ibm/action/launch?pagelD=com.ibm.i50S.webnav.navigationElement.WebnavBasePortlet&system=localhosts

Wnlocale=en US&WnNSTM=true&task=perf.invdta&packid=ccp DMMAY&persid=perspective

Close Message

ID 213976 ccpé&collection=PDIDEMO.Q071123119

Investigate Data - Performance Data Investigator

Perspectives

Mperformance Explorer
pisk watcher
iob watcher

O collection Services
JHealth Indicators

‘A Custom Perspectives - DMMAY

L - CPLU Utilization by Job or Task - ORWTSREVE

Collection
Collection Library Collection Mame

sSelection
MName

Custom Perspectives - DMMAY

Description

Perspectives that have been saved by the user.

QFFRDATS - Most Recent

| Dusplay ] | Search ] | Options ] | Close ]
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--—- Select Action --- - | I —,

Show as Table = N

= Seizes and Locks Waits Owerview
Contention Waits Owverview [

Disk Waits Owverview

Journal Waits Owverview

Classic WM Waits Owverview

CPU Utilization by Thread or Task
Rescurce Utilization Owerview
CPU Health Indicators

Export

Modify SQL

Size next upgrade

Change Context

PU Utilization and Waits Owverview

Perspective [ Edit [#] View [®] History (] o |r‘:|éimlﬁlmlmlmlmla
o2 P & = | - Select Action --—- = |
i CPU Operating
Select | Interval Number ~ | Date - Time = Utization e | ~ |Emmine Time ey e Time
(Seconds) (Seconds)
I:I 1 Feb 28, 2008 12:15:00 AM 41.85 2125.7 12.25 = 35.71 22.6 i
|:| 2 Feb 28, 2008 12:30:00 AM 41.4 2110.42 12.16 10.72 34.68 3.62
=] 3 Feb 23, 2008 12:45:00 AM 41.14 2096.73 12.38 5.32 35.3 3.5
I:I <4 Feb 28, 2008 1:00:00 AM 41.23 2104.27 11.71 5.67 35.35 3.29
=] S Feb 23, 2008 1:15:00 AM 52.99 2959.23 3759.2 1180.33 47.49 141.01
I:I 6 Feb 28, 2008 1:30:00 AM 54.62 3847.86 9061.6 217.47 32.11 113.34
I:I 7 Feb 28, 2008 1:45:00 &AM 78.58 4353.43 11796.74 41.63 41.27 303.02
= 8 Feb 28, 2008 2:00:00 AM 84.22 5367.69 13984.72 23.12 52.58 35.85
I:I 9 Feb 28, 2008 2:15:00 AM 84.89 5459.88 14931.39 2163.59 659.93 3686.04
= 10 Feb 28, 2008 2:30:00 AM 84.07 5406.56 15063.64 697.16 72.47 399.18
I:I 11 Feb 28, 2008 2:45:00 AM 82.82 S5272.46 13472.69 57.49 45.654 46.06
|:| 12 Feb 28, 2008 3:00:00 AM F0.36 4141 .47 9058.85 20.63 1.1 22.3 IR
4 | [0 | 3
Total: 96 Filtered: 96
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Table Features i'UG

N\

| [22] [ g] (2

Select All Deselect All Edit Sort Clear All Sorts

Show Filter Row Clear All Filters
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Filtering

Show Filter Row

=2 || |2 ||--- Select Action --- Ra|
oval Date - Time Partition Dispatched CPU Queuing Disk Time Journaling Operating
CcCPU CPU Time Time (Seconds) Time System
= = Utilization -~ (Seconds) -~ (Seconds) = -~ (Seconds) -~ |[Contention
{Percent) Time
(Seconds)

Filter Filter Filter @ Filter Filter Filter Filter

5 %7 |F | £ | |--- Select Action --- R |

Select Interval Date - Time Partition Dispatched CPU Queuing Disk Time Journaling Operating
NMumber CPU CPU Time Time (Seconds) Time System
& = Utilization -~ (Seconds) (Seconds) & ~ (Seconds) -~ Contention
({Percent) Time
(Seconds)
Filter Filter Filter Filter Filter Filter Filter

Condition

[ All numbers |
All numbers

Mumbers less than

Mumbers less than or equal to
NMumbers greater than

. Mumbers greater than or equal to

Numbers equal to | 5:00 AM 41.65 2125.7 12.25 64.4 35.71 2
Mumbers not equal to

Numbers between 50:00 AM 41.4 2110.42 12.16 10.72 34.68 3
Numbers between and including 5:00 AM 41.14 2096.73 12.38 5.32 35.3
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Sorting

| [

£ | |--- Select Action --- ~|

Select | Interval ofte - Time Partition CPU Dispatched CPU Queuing Disk Time Journaling Time Operatin
MNumber Utilization CPU Time Time (Seconds) (Seconds) System
2 = (Percent) ~ (Seconds) ~ (Seconds) 2 2 -~ Contenti
Time
(Second:
First Sort
| Date - Time ~| | Ascending ~|

Second Sort

| ~| | Ascending ~|

Third Sort

£ . ~| | Ascending -

| Interval Number

- Date - Time -
Partition CPU Utilization (Percent) 41.65 2125.7 12.25 64 .4 35.71
Dispatched CPU Time (Seconds)

CPU Queuing Time (Seconds) 41.4 2110.42 12.16 10.72 34.68
Disk Time (Seconds) 41.14 2096.73 12.38 5.32 35.3
Journaling Time (Seconds) 41.23 2104.27 11.71 5.67 35.35
Operating System Contention Time (Seconds) . . . . .
Lock Contention Time (Seconds) 52.99 2959 .23 3759.2 1180.33 47.49 ]
Ineligible Waits Time (Seconds) 64.62 3847.86 9061.6 217.47 32.11 1
100 Percent Utilization (Percent) i
Century Digit , , 84.22 5367.69 13984.72 23.12 52.58
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Columns.... |-

--- Select Action -—-- w

Waits Owverview Dis
i Seizes and Locks Waits Owerview Timu

Contention Waits Owerview

Disk Waits Owverview Columns a—

Available Columns: Fift Current Columns:

)

Journal Waits Owverview

- . = Kd| | Tt Titl
Classic WM Waits Owverview | = | = |
. . ~4 100 Percent Utilization Interval Number
CFPU UUtilization by Thread or Task
. ) ] ~ Interval Date And Time Date - Time

Resource Utilization Overview A Century Digit [ E— ] Partition CPU Utilization
CFU Health Indicators < Remove Dispatched CPU Time
Export CPU Queuing Time
Modify SCQL ( Add All => | Disk Time

P Journal Time
Size next upgrade Move Up
Change Context Operating System Contention Time

Mowve Down
Lock Contention Time
Show a=s chart

Ineligible Waits Time

Show find toolbar
Table Actions

e s e oma

[ok| [cancel| [Help
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Show find toolbar / Hide find toolbar & Search the table o

Waits by Job Current User Profile
Perspective ®] Edit ®] view ®] History [®]

| : Search for: Condition Column: Direction
S Sess Adan == [stacyb I Contains ~| I All columns | I Down w |
Waits Overview
. . . i .
2| Seizes and Locks Waits Owverview u Firnd Match case I_
Contention Waits Owverview
1|  Disk Waits Overview =5 e £2 = --- Select Action --- = |
Journal Waits Owverview
bl Ereers o v B Dispatched CPU Dispatched CPU Dispatched CPU Dispatched CPU
1 ilizati Select Current User - Active Time “ Waiting Time “ Transferred Time = |
CPU utilization by Thread or Task Time (SECDI‘IdS)
1 Resource Utilization Owverview {Seconds) {Seconds} {Seconds}
N CPU Health Indicators |_ QEIBSVR 3432.26 297.91 0] 541.17
Export
1 Modify SQL |_ WEAVE 312.5 239.11 0 551.61
 SoeorssrEmmrs [ asys 48.97 41.96 0 90.94
4 Change Context
Show as chart |_ QLWISWVR 41.47 45.95 0 87.42
E Columns.
how find toolba |_ QBRMS 32.67 25.78 0 58.45
Table Actions
|_ QSECOFR 22.21 21.57 0] 44.88
|_ QPM400 20 15.75 0 3I5.75
Columns... |_ QTCP 5.47 7.8 0] 16.27
|_ HOSTFPUB F.IF 2.64 0 F.02
|_ QTMHH P 1.66 2.52 Q .17
|_ OWEBADMIM 1.52 2.26 0 3.78
|_ QYPSISVR 1.47 2.21 a 3.68
|_ QDIRSRW 0.85 1.17 0 2.032
|_ QIl1s 0.55 0.43 0 0.98
|_ QUSER 0.432 0.325 0] D.77
|_ DRLEWIS 0.21 0.16 0 0.37
|_ QSWVMSS 0.15 0.132 0] 0.28
I_ GIBBOMNS 0.05 0.04 0 0.09
|_ STACYB 0.0% 0.03 o 0.08

/8
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New Table Support

~—="

« Improved table support (7.2 and PTF’ed back to 6.1)
— Collection manager and PDI Reports use the new table support
— “Show as table” still uses the old table support

Manage Collections - Etc2tl.rchland.ibm.com

§ - |ﬁ Actions - Filter ::_#
Mame Library Type Status Started Ended Size MB System
[Z= ... | Mo filter applied x
(Fi: Q081000002 QPFRDATA Collection Services File Based Collection Complete 3/22/13 1:00:02 AM 3/23/132 1:00:00 AM 218.023 ETCE ©
QO82000002 QFFRDATA Collection Services *MGTCOL Obj Based Ct Complete 3/23/13 1:00:02 AM 3/24/13 1:00:02 AM 151.332 ETCS
[g.: QO82000002 QPFRDATA Collection Services File Based Collection Complete 3/232/12 1:00:02 AM 2/24/132 1:00:00 AM 217.0232 ETCZ
QO83000002 QFFRDATA Collection Services *MGTCOL Obj Based Ct Complete 3/24/13 1:00:02 AM 3/25/13 1:00:02 AM 156.332 ETCS
[g.: QO83000002 QPFRDATA Collection Services File Based Collection Complete 3/24/13 1:00:02 AM 3/25/13 1:00:00 AM 220.023 ETCE
QO&84000002 QFFRDATA Collection Services *MGTCOL Obj Based Ct Complete 3/25/13 1:00:02 AM 3/26/13 1:00:02 AM 156.332 ETCS 1
[g.: Q024000002 QPFRDATA Collection Services File Based Collection Complete 3/25/13 1:00:02 AM 3/26/132 1:00:00 AM 219.523 ETCZ
(FE: Q066000002 QPFRDATA Collection Services File Based Collection Complete 3/7/132 12:00:02 AM 3/8/13 12:00:00 AM 233.281 ETCZ
QOs5000002 QFFRDATA Collection Services *MGTCOL Obj Based Ct Complete 3/26/13 1:00:02 AM 3/27/13 1:00:02 AM 160.332 ETCZ
[g,: QOs85000002 QPFRDATA Collection Services File Based Collection Complete 2/26/132 1:00:02 AM 3/27/13 1:00:00 AM 225.652 ETC3
QO85000002 QFFRDATA Collection Services *MGTCOL Obj Based Ct Complete 3/27/13 1:00:02 AM 3/28/13 1:00:02 AM 158.332 ETCZ
[ Q086000002 QPFRDATA Collection Services File Based Collection Complete 3/27/13 1:00:02 AM 3/28/13 1:00:00 AM 225.523 ETCE
QO8Y000002 QFFRDATA Collection Services *MGTCOL Obj Based Ct Active 3/28/13 1:00:02 AM 2.094 ETCZ
[g.: QOay000002 QPFRDATA Collection Services File Based Collection Active 3/28/132 1:00:02 AM 2.602 ETCZ
[g.: Q073000002 QPFRDATA Collection Services File Based Collection Complete 3/14/13 1:00:02 AM 3/15/132 1:00:00 AM 220.515 ETCE -
4 (1] | 2
1-22 of 22 items 51 10l 25 | 50 | 100 | Al 1
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New Table Support — Same Features, New Ul

Configure Options for Columns

Configure Options x
Indicate which columns are wisible:
b =]
| ) O !
W1 B4 Job Mame = &
1 prd Detailed Status (=] !
ol Current User
1 = Type B
5 | CPU %% ]
o Run Priority
1 > Thraad oomt i =1
F|- Ok | | Cancel | =
'|r;| for condition Qcpmgtdir =]
Current User 1 . Type |2 A|v CPU %o

Filter column data

Filter

Match: |all rules

b

[ Mested Sort - Click to sort Ascending ]--

Fe Fule 1
Fe Column
Fu Ay Column
L Filter b
Fd Condition
) Match: | all rules
contains
Fd value Current User starts with dmmay
Fd || ICPU % is greater than 10
1 Rule =

: Column
4

Ay Column
Fig Condition

contains

Fd M ome

Walue

Rumn
- [m— [—
Filter Clear Cancel
- A R B T LT e
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Size Next Upgrade

ation and Waits Owverview

Takes the measured data from Collection Services and inputs it
directly to the IBM Workload Estimator (WLE) Perspective o] Eat o] view ] tory 2

--- Select Action --- w |

cPU Uy Waits Owerview

Seizes and Locks Waits Owverview

Contention Waits Overview

Intended for a one-time sizing activity e

Journal Waits Overview

IBM Workload Estimator V201§.3r h Classic VM Waits Oveniew

CPU utilization by Thread or Task

Resource Utilization Owverview

Solution Overview Workload Questions Server Consolidation Sizing Report
- CPU Health Indicators
= Export
€ Back => Continue =1 X
o Modify SQL
PDI IPAW_CS/CS1 b
— -
PDI Workload Definition E Change Context
_ - Show as table
Table Actions | 4
Note: The partition information specified above reflects the target partition, in the same manner as the
other workload definitions within the Estimator. Please ensure that the target partition is what is
desired (name, type, OS level); this can be changed by clicking on the partition name.
The data below is a summary of the data passed to the Estimator from PDI. Please see the help text
for more best practices for using PDI data in a WLE sizing.
Model: 520-8327/7734
Feature: 7734
Clock Speed: 1900 MHz
1 Total CPU Utilization 54.32
2 Processor cores activated 5. Disk Configuration
g " " o "
3. Assigned Processor Cores Group Storage Read Read Write Write Attachment Protection Type Disk unit
Name Used(GB) Consumed Ops 10Size Ops 10Size type
4 Memory (MB) (bytes) (bytes)
Group 56 35 53,016.0 17 10,424.0 POWERSG Cached DAS RAID-5 15,000 RPM 4326
1
Group 173 82 93,838.0 35 19,697.0 POWERG Cached DAS RAID-5 15,000 RPM 4327
2
Group 207 164 61,874.0 58 17,333.0 POWERSG Cached DAS RAID-5 15,000 RPM 4328
3
€ Back = Continue
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Investigate Data Search

“Investigate Data Search” added in 7.2

Inwvestigate Data Search

BE Performance

E Investigate Data

Investigate Data Search

Storage
Twvpe at least 3 n

characters

mpty

Search In:
Package Name

4 Perspective

Package Name

Collection Services

Collection Services

Monitor

Case Sensitive

Whole Words Only

! Perspective

Storage
Allocation/Deallocation by

Thread or Task

Storage
Allocation/Deallocation
Overview

Disk Storage Utilization

(Average)

Show Columns:

Metrics
SQL

Description

This chart shows allocation and deallocation
of the temporary and permanent storage,
net frames requested by thread or task. Use
this chart to select a thread or task for
viewing its storage statistics over time.

This chart shows allocation and deallocation
of the temporary and permanent storage for
all contributors over time for the selected
collections. Use this chart to select a time
frame for further detailed investigation.

Charts show the disk storage utilization
(average) metric of the performance data
monitored, as well as the metric breakdown
details by ASP.

View

Storage
Allocation/Deallocation by
Thread or Task Sorted by
Allocation

Storage
Allocation/Deallocation
Overview

Disk Storage Utilization
(Average)
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Metric Finder -

Collection
Collection Library Collection NMame
QPFFRDATA - Most Recent -

Display @ Options ] Refresh Perspectives ] Close ]

Metric Finder

Metric Investigate Data - Performance Data Investigator
Metric Mame:
Metric Finder
Primary Affinity Domain ID .
SMAPP EBEvaluations Serviced I"-lletrn::_
Pe SMAPP Index Build Time Estimations Metrnic Name:
SMT Hardware Threads: Scaled CPU Time
SQL Cursor Count
SQL Cursor Reuse Perspective
Samples Taken . C Collection Services -->= CPU -->= CPU Utilization Owverview
SaveDocument URLs Receirved
Scaled CPU Microseconds O Collection Services --= CPU --= CPU Utilization by Generic Job or Task
(ol Scaled CPL Time C Collection Services --> CPU -->= CPU Utilization by Job Current User Profile
Scaled CPU Time Microseconds
o Scaled CPLU Time Used C Collection Services -->= CPU --= CPU Utilization by Job User Profile
Q scaled cpPU Utilization C Collection Serwvices --= CPU --= CPU Utilization by Job or Task
I Search String Commancds C Coll ti = i CPLu CPU Utili ti by P I
_DISl second Most Frequent Journal Entry Type cliechon Seniees —-= = fization by Foo
Secondary Affinity Domain ID C Collection Services --=> CPU --=> CPU Utilization by Server Type
Secondary C.OHtrOI L_.lr‘l.lt . C Collection Services -->= CPU --= CPU Utilization by Subsystem
Secondary Line Description
Secondary Thread Flag C Collection Services -->= CPU --= CPU Utilization by Thread or Task
Secondary Thread Thrash (ms): C Collection Services --> CPU Utilization by Thread or Task
P
Page 1 of 1 1 Go Rows |10 — Total:
Collection
Collection Library Collection Name
QPFRDATA - Most Recent -
Display ] List ] Options ] Refresh Perspectives ] Close ] 83
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Options

Collection

Collection Library  Collection Mame

| QPFRDATA ~| | Most Recent -
| Display | | search | | Save as Favorite M| Options |}l Close |

Investigate Data - Performance La. . .nvestigator

Options
Use patterns Use patterns where applicable in charts.
Show charts Whenever possible, show charts instead of tables.
[l Enable design mode Enable advanced features allowing design and development of new content.
[ Show help Show help messages for many tasks.
Show SQL error messages Show SQL error messages to user.
[ Set table size Rows: |15 Columns: |8 Specify the number of visible rows and columns shown for tables.
Default library Specify the default library that will be used when a collection is
@ Use Collection Services configured library selected.

@ Use last visited library

& Use library:

<System Monitor 7 . 2
rSHow Thresholds Bhow thrEsholds in system monitor charts.

| OK J | Cancel J
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i-UG

Once you “Enable Design Mode” - additional options become available to create and edit
your own charts and tables.

Investigate Data - Performance Data Investigator

Perspectives Selection

Name

- Collection Services
A Health Indicators

Design Mode

Description

uMonitor . . L . .
o=, Chart and table views over a variety of performance statistics from Collection Services
I collection Services performance data.
— Database Default Perspective
uw Resource Utilization Owverview
EaDisl( Watcher
/ Locked \

(A performance Explorer
Ldpatch Model
L custom Perspectives - PDITESTO Edit ) Advanced Edit ] Delete ]

Mowve Up J Mowve Down J

Collection k /

Collection Library Collection Mame
QPFRDATA - Most Recent -

Mew Folder... J New Perspective... J

Display J Search J Save as Fawvorite J Options J Refresh Perspectives J Close J

http://ibmsvystemsmaq.blogs.com/i can/2011/08/customizing-a-perspective-in-pdi.html
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Health Indicators -

Investigate Data - Performance Data Investigator

Perspectives

O Slpealth Indicators System Resource Health Indicators

- System Resources Health Indicators
"~ % CpuU Health Indicators
- Disk Health Indicators

" % Memory Pools Health Indic e

- Response Time Health Indi

® Database Health Indicators Intervals Distribution (Percentd
° = oS & - AS®
1 1 " L " L

CPU
-
-

— Disk
Database Health s
=
™~
. £

Indicators 7.2 g Memory Pools
" )
-

5250 OLTP Response Time

- Percentage of intervals with wvalues under defined thresholds Percentage of intervals with values abowve Warning threshold

Bl Fercentage of intervals with values abowve Action threshold
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CPU Health Indicators -

CPU Health Indicators

Intervals Distribution (Percent)

° 1® o o® <+ AS®

1 [l i 1 i 1 i

Partition CPU Utilization

Jobs CPU Queuing Percent

CPU Performance Metric

Interactive CPU Utilization

- Percentage of intervals with values under defined thresholds Percentage of intervals with wvalues abowe Warning threshold
I Fercentage of intervals with walues abowe Action threshold

--- Select Action —— | |

System Resources Health Indicators

CPU Utilization and Waits Overview

CPU Utilization Owverview

Interactive Capacity CPU Utilization
. . Define Health Indicators
Drill-downs available - St View

Export

Modify SQL

Size next upgrade

Change Context

Show as table

Table Actions »
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Define Health Indicators

L Y L R e ] - |

CPU Health Indicators
Disk Health Indicators

Define Health Indicators

Memory Pools Health Indicators

Response Time Health Indicators

Edit WView

Systemn Resources Health Indicators

Ayailable Indicators

CPLU
— [Empty]

Disk

| Remove <<

Memory Pools

5250 OLTP Response Time

Selected Indicators Current Threshold Values

Interactive CPU Utilization Warning | 70|
Jobs CPU Queuing Percent
Partition CPU Utilization Action | 90 |

Important to evaluate
shipped threshold values with specific

Define Health Indicators

business

System Resources Health Indicators
Available Indicators

environment and goals

Selected Indicators Current Threshol

CPU JE
[Empty] | Add = | Average Disk Percent Busy Warning | 20|
Disk Average Disk Space Percent Used
| Remove << | Average Disk Response Time Action | 30 |

Memory Pools

85250 OLTP Response Time

Define Health Indicators

<P =0

Systemn Resources Health Indicators

Available Indicators

[Empty]

CPU

Disk

Memory Pools

5250 OLTP Response Timea

Selected Indicators Current Threshold VYalues

Page Faults Pending Per Second Warning | 4000 |
Page Faults Per Second
| Remove =< | Action | 5000
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Job Watcher

Investigate Data
Selection

Perspectives

EDisk Watcher Job Watcher
‘AJob Watcher
* CPU Utilization and Waits Overview
* CPU Utilization by Thread or Task
® Resource Utilization Overview
EJob Statistics Overviews

Description

Chart and table views over a variety of performance statistics from Job Wwatcher performance

EIwWaits data.

EcpPuU

EPhysical Disk I/O

EsSynchronous Disk I/O Default Perspective

BAPage Faults

HALogical Database I/O Resource Utilization Overview

15250 Display Transactions
E3Job Watcher Database Files
B [ECollection Services

Collection

Caollection Library Collection Mame

COMMON ~| EDAWNIWZ2 (*JWFILE) :-|
| Display | | Close | :IIIDSt Recent
JWOBJLOCKC (*JWFILE)
' DAWNIW229 (*JWFILE)
DAWMIWZ (*JWFILE

89
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Job Watcher - CPU Utilization and Waits Overview

CPU Utilization and Waits Overview
Perspective B Edit ¥ View ] History #]

CPU utilization and Waits Overview
——- Select Action ——w |

CPU Utilization and Waits Overview

P V=R SUC W

800 100

700 _\’\M\MW
L g0 0
600 - e
& c
= 500 c
g 60 =
@ 400 - =
f’ S
£ 3
= a
-
t=2

2:50 PM 251 FPM 2:52 PM 253 PM 2:54 PM 2:55 PM 2:56 PM 2:57 PM 2:58 PM 2:59 PM 3:00 PM 3:01 PM 3:02 PM

Date - Time

[l Disk Time B Journaling Time

. CPU Queuing Time

[l Dispatched CPU Time

[ Operating System Contention Time . Lock Contention Time . Ineligible Waits Time - Partition CPU Utilization
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Job Watcher — Interval Detalls

« Obiject level information, holder information, call stacks, sql statement (if applicable)

« Can move to the next interval or specify an interval number

Thread or Task Details

QZDASOINIT/QUSER/128962 -
0000000000000005

Job information:

Current user profile: LISAW

Object waited on: INVENTORY INVENTORY

Wait duration: 581 milliseconds

Current or last wait: DB record lock: update

Holding job or task: QZDASOINIT/QUSER/128890
- EQLsligntjob: o

— | __Show Holder ]
[ Earr seaek— — 7

--- Select Action --- » |

Call Level ( Program \ Module

None detected this interval

VIR T, I S VYR N I

|
= O
o

G

| ?
L0

— SQL Statement

|7 Include Host Variables

Priority

Pool:

T, -0

Segment type description: DB PHYSICAL FILE MEMBER

Wait object library:

Iml’ﬂ|mﬁt“p'— - el 3 RS 0 il Ceing Cuind 8wl V] mn

Interval (1 to 684):

————————————————J

20

2
PHYSCIAL FILE MBR - DATA PART

RECORDS

None detected this interval

< | |174 > ] l

Procedure

qutde_block_tra

longWaitReceive_ 9QuCounterFR1ZRmprReceiverP
DBLockConflict_ 15RmsIDBHashClassFR11RmsIPIm
rmsIDBHLock  FR11iRmsIPImpLad
getLockWithWait___18DbpmUpdateResourcede
getLock__ 18DbpmUpdateResourcead

getRowlLock_ 18DbpmUpdateResourceFCUIRCSDbp -
execute 18DbpmUpdateLockNodeFR13DbpmQuer ’_I
vPositionNextAndExecute_ 18DbpmUpdateLockMNod ———
positionNextEntryAndFetchOutline  17DbpmReadO

SELECT QUANTITY FROM WAREHSE42.INVENTORY WHERE ID=*DATA FORMAT ERRORTITY FROM WAREHSE42.INVENTORY WHERE ID=7? FOR 91
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Job Watcher — Show Holder

* When clicking the “Show Holder” button, the holding job or task info will be displayed.

ooy,

Interval Details for One Thread or Task (Interval Number

Perspective gl Edit gl Wiew gl

Thread or Task Details

= "9', Initial Thread Task Count = '42663")

o T T N R R R

- -

Job information: QZDASOIMIT/QUSER/128963 -
Q00000000 0000004
[ S S S ———— 4
profile:
Object waited on: Mone detected this interval
Wait duration: 542 milliseconds

Holding job or task: Mone detected this interval

Show Holder ]

Call Stack
--- Select Action --- w

Call Lewvel Program
1

2

2

4

=1

L+

F

=1

Q

10

11

1z QSOSEV1

Module

QSOSYS

Total: 20

Priority

Pool:

Type description:

Segment type description:

Interval timestamp:

Interval Number (1 to
684):

© 2019 IBM Corporation

20

MNone detected this interval
LIC HEAP (MWS) ARESA DATA
Jan 3, 2014 2:33:38 PM

_<J e )

Procedure

qutde_block_tra

longwaitBlock__ 23QusSingleTaskBlockerCodeFP2
sleep__ 17LoMiThreadSleeperFQ2_4Rmprig8Intern
sleep_ 14l oSleepManagerFiQ2_4Rmprli8Interrug

recv__ BloSocketFR15LoSocketManagerPctT2
recv__ FtPcMZ1P7timewvallSLoAddressForm
recwvHandler__ FPlelLoSocketRecvDa

socket

#Fcfm

syscall_a_port

re
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Disk Watcher i'UG

Investigate Data

Perspectives Selection

- SADisk Watcher Statistical Overviews
O SAStatistical Overviews
— *® Disk Statistical Overview

— ® Disk Statistical Overview by Disk Pool Description

— * Disk Statistical Overview by Disk Unit i o i o

_ ® Disk Statistical Overview by Disk Path Charts that show a variety of performance statistics from Disk Watcher statistical
- SiStatistical Details data.

— *® Disk Statistical Details by Disk Pool

— #® Disk Statistical Details by Disk Unit

E_ #® Dislk Statistical Details by Disk Path
Trace . o .

EDisk Watcher Database Files Disk Statistical Overview

EJob Watcher

ECollection Services

Default Perspective

Collection

Collection Library Collection Name

COMMON ~| [Most Recent |
Most Recent
All
DAWNDW (*DWFILE)
 DAWNDWFULL (*DWFILE)
DAWNDWSTAT (*DWFILE)
DAWNFULL (*DWFILE

. Display | Close |

93
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Disk Watcher — Statistical Overviews -

Disk Statistical Overview

perspective B Edit ] View B] History ]

--- Select Action ---»

Disk Statistical Overview
14,000 8

12,000

z
6%
10,000 &
z
= S w
§ 8,000 E
L S
S B
= 3 2
2
‘ 2 g
o
°
HEREER | S ' |
, N | | m—— ] .
8:55 AM 9:00 AM 9:05 AM 9:10 AM 9:15 AM 9:20 AM 9:25 AM 9:30 AM
Date - Time
. Writes Per Second . Reads Per Second Other 1j0Os Per Second — Average Write Response Time
— Average Read Response Time Ayerage Other IfOs Response Time — Awerage 1/0 Response Time Disk X Writes X Total Writes Time . Total X Average W_I'Ite X Reads Per X Total Reads Time X Total
Unit o (Microseconds) Writes Re_sp_onse Time Second (Microseconds) Reads
Second (Milliseconds)
20 80.56 175950662 185018 0.95 49.71 282724690 11415!
17 89.22 191215563 204939 0.93 40.68 264619450 9343:
13 81.02 179679328 186452 0.96 48.84 274793662 112391
. . . . . 19 80.7 167715597 185126 0.91 49.57 284330764 11371
D IS k StatIStI Cal Deta| IS by D|S k 23 82.14 171587291 188592 0.91 49.25 282287097 11308
14 81.32 174688160 186611 0.94 48.63 271365018 11160
U n it > 18 86.36 183961541 198247 0.93 43.92 263163367 10082
24 77.6 166812672 178266 0.94 53.79 280611909 12356
21 86.23 182932893 198541 0.92 44.63 263267334 10277.
15 75.49 169810668 173437 0.98 53.44 264217243 122791
22 83.29 182276882 191257 0.95 47.69 241121731 10950
16 81.63 168328084 186885 0.9 48.91 248662038 111981
5 75.44 169945071 173097 0.98 52.43 232447562 12029:.
12 81.86 177664449 187639 0.95 47.6 211450426 10910:
6 74.9 161260837 171746 0.94 52.59 221205441 12058!
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Disk Watcher — Trace Data i-UG

1/0 Counts by IOP, I/O Type, Pool, Object, Object Type, Module, Procedure l Total |/O Counts - what ObJeCt the |/O is fo r,
Perspective = Edit= View = History = .
_ along with the module and procedure that
w9 & 2 | --- Select Action ----
Select | TOtal _IOP  I/O  Pool |Object |Object |Object _|Module did the I/0 on that object.
I/0s Name Type Number Name Type Subtype Name
| 1401057 CMB01 SRd 3 CUSTOO0000B 90 #dbbring
] 564279 CMBO1 SRd 2 DAILYOOQO0COB 90 DbpmDspAcct
O 251838 CMB01  SFt 3 CUSTO0000B 90 DbDsCursor Total Page Faults
O 142494 CMBO1 SFt 3 CUSTOQ0000B 90 stringHighUse
O 110125 CMBO1 SRd 3 DAILYOOO0OCOB ! Page Faults by IOP, Job, I/O Type, Pool, Object, Module, Procedure
| 107883 CMBO1 SWt 3 Q04079N0O0B € Perspective® Edit® View = History =
o 107111 CMBO1 SWt 3 Q04079N0O0B < % % g |2 | --- Select Action ----
L] 106897 CMBO1 SWt 3 Q04079N00B < Total I0P .
i .| Qualified Job Name I/O . Pool . = R - R :
[ 106614 CMBO1 SWt 3 Q04079N0 0B c Select :sgﬁ:s Name or Task Name e Number Object Name Object Type Object Sub
O 106074 CMBO1 ~ SWt 3 Q04079N00B E 5978 CMBO1  USRIOB002AEDGE SFt 3 CUSTO00001CUSTO00001 0B 90
O 89348 CMBO1 SWt 3 Q04079N00B < = 045406
5937CMB0O1  USRIOBO01AEDGE SFt 3 CUSTO00001CUSTO00001 0B 90
L 89031 CMBO1 SWt 3 Q04079N00B < 045405
d 88506 CMBO1 ~ SWt 3 Q04079N00OB ¢ o 5871 CMBO1  USRJOBOOSAEDGE SFt 3 CUSTO00001CUSTO00001 0B 90
O 88149 CMBO1 SWt 3 Q04079N0O0B € = 045409
5870 CMBO1  USRIOBOO4AEDGE SFt 3 CUSTO00001CUSTO00001 0B 90
| 87653 CMBO1 SWt 3 Q04079N00B < 045408
0 86029 CMBO1  SWt 3 Q04079N00B ¢ o 5800 CMBO1  USRJOBOO3AEDGE SFt 3 CUSTO00001CUSTO00001 0B 90
o 85626 CMB0O1 SWt 3 Q04079N0O0B < = 045407
5755CMBO1  USRIOB010BEDGE SFt 3 CUSTO00001CUSTO00001 0B 90
] 85401 CMBO1 SWt 3 Q04079N00B < 045414
0 5691 CMBO1  USRIOB009BEDGE SFt 3 CUSTO00001CUSTO00001 0B 90
I/O type 045413
0 5629 CMBO1  USRIOB00SBEDGE SFt 3 CUSTO00001CUSTO00001 0B 90
=  SFt = Segment address range fault 045412
O 5623CMB01  USRIOB007BEDGE SFt 3 CUSTO00001CUSTO00001 0B 90
= SRd = Segment address range read 045411
=  SWt = Segment address range write
External Object Types: http://pic.dhe.ibm.com/infocenter/iseries/v7rimO0/topic/rbam6/rbam6objecttypes.htm 05
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Performance Explorer Profile by Component
--- Select Action ---~
Select Total | Component | Procedure Name Hit Count
O v Total 683(100%)
O , SLIC Common 335
I_J:I— a Functions (49.05%)
Performance Explorer
" . SLIC 118
DPerﬁ::-rr“uann:E Explorer Database Files Database (17.28%)
'aper‘fc:-rr“lance Explorer Data [ #dbrsgmn.#dbrsgmn 85(12.45%)
® peofile by Procedure O sExecute_42VariableLeng!6(0.88%)
® peafile R O sExecute_ 14HashOperatic 3(0.44%)
# Lierarchical Trace Proflle O sExecute_ 17PackedDivide 2(0.29%)
- ob/Thread List L sSad__ 19VariableLengthFie 2(0.29%)
T O vPositionNextAndExecute_ 2(0.29%)

Profile by Procedure

Perspective ®l Edit 2l View 2l History 2l

g 2 --- Select Action ---~ ‘
Program Name 0| Module Name Procedure Name & Component @  Hit Count
CFTSMPI #cftsmpi SLIC Common Functions 332(48.61%)
STRHU do_copyMemorylarge SLIC String Functions 94(13.76%)
DBRSQMN #dbrsgmn SLIC Database 85(12.45%)
CUSTOMER CUSTOMER #DBXFMP2 MI Other 45(6.59%)
READER READER READER MI Other 27(3.95%)
DBPM2010 sExecute  42VariableLen(SLIC Database 6(0.88%)
SMMUTLH trimRangeForRead_ 14Sn a;lr%;’gzgf 6(0.88%)
HvString HvString SLIC Hypervisor 4(0.59%)
SMMSSUBH findStealablePage_ 20Sm a;lr%;’gzgf 4(0.59%)
QDBGETM QDBGETM QDBGETM XPF Database Other 4(0.59%)
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Performance Data Reports i-UG

“Executive” Reports b’)ﬁ\(« = Create a group of printed or online graphs of
=1 Performance = performance perspectives.

Investigate Data
Manage Collections

= All Tasks . . ..
iy » Generate a PDF or zip file containing the
oo s requested graphs for the collection

Manage Collections
Inwestigate Cata

Performance Management for Power

Systems = Use for weekly reports

System Status
B Cellecticns

Conwvert Collection
Copy Collection Create Performance Data Report

Create Performance Data
Crelete Collection

Restore Collection

Sawve Collection Start here with Reports ->
[l Reports / p

e Performance Data Report Definitions

Collectors

http://www.ibmsystemsmaqg.com/Blogs/i-Can/Archive/performance-reports-with-the-performance-data-inve/
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Report Definitions

= Performance Data Reports

Add Crefinition

Performance Data Report Definitions - Etc3tl.rchland.

@ | @ - IE Actions

MName

Mo filter applied

Health Indicators
System Owverview

Resource Consumption

Crelete Drefinition
Mew Based On
Report Drefinitions

ibm.com

Filter

Description

A pradefined performance
A predefined performance

A pradefined performance

Create Performance Data Report

Report definition: | System Overview ~.-|

Output type: PDOE -

Collection: Most Recent i
Library: QPFRDATA ~

Type: Collection Serwvices File Based Collection

( I:}I{J | cancel _]

© 2019 IBM Corporation
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Create your own Report Definition

Performance Data Report Definitions - Etc3tl.rchland.ibm.com

Add Performance Data Report Definition
Add Performance Data Report Definition [d
=" | [Eﬁ — Acti Filter
ctions -
Name: | | & | @
_ MNew » | Add Performance Data Report Definition...
Drescription: | | MName .
=
Perspectives Mo filter applied | G Refresh
| Select | Perspective | Package T add Health Indic ::q:p Advanced Filter A predefined performance
Mone I
|_Remowve System Ovs['@ Export » A predefined performance
Resource C [ﬁ Configure Options A predefined performance

Collection — Add Performance Data Report Definition

Collection: Most Recent

QFFRDATA - \

Library:

Type: Add Perspective

Cover Page
Title:

Filter

Collection name: CS228229MND (*CSFILE)

Library: COMMOM -
Report definition name =
Perspectives
Date created
Perspectives I;I Database

'!-ﬂl:-:ullec.'tinn Services
® —oy Utilization and Waits Owverview

Collection name

| OK | Cancel

®0ocource Utilization Owerview

DJD'J Statistics Owverviews
Clwaits

Bcey

Olpisk

OIehysical Disk 1/0
DSvnchanDus Drisk I/O

© 2019 IBM Corporation

Add Performance Data Report Definition

Add Performance Data Report Definition

Mame: [Demo Report

Description: [Report prepared for my presentation

Perspectives

® o [T &

Select | Perspective | Package

| --- Select Action ---w

F] CPU Utilization Collection Services
and Waits
Owerview

1 Page Faults Collection Services

Crwerview

il Synchronous Collection Services
Disk I/O

COhwarview
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Create Performance Data Report

Report Definitions - Rchwikes.rch.stglabs.ibrm.com

E | @ - Actions

Mame Cre=cription
[3= ... | Mo filter applied
_I]"El Health Indicators & predefined performance
= —""El System Chverview — ——
) {: Create Performance Drata Report...
—""El Resource Consumption | =

Mew based on...
Celete...

Properties...

Report definition: | emo Report

Cutput type: FLCF -

Collection: CS228229M0 (*CSFILE) - Feb 28, 2008 12:00:02 AM -
Libramy: COMMOMN -

Tvpe: Collection Services File Based Collection

| ok | [ cancel |

© 2019 IBM Corporation

100



Resulting Report (PDF example) -

CPU Utilization and Waits Overview

Collection System Time
Mameds): CS22E8220MD Mame: RCHASTMD Start Feb 28, 2008 12:00:02 AR
Library: CORMMOMN Release: WAR1IMO End: Feh 292008 120000 Ak
Tgse&;:uﬂlleclinn Services File Eased Collection T
Feb 28, 2013 10:03:43 AM e
40,000-% &
4 =
= E F60 S
H H H s ] =
Performance data report definition: 3 s0.000 :
= 3 =
= . rao £
Demo Report A s 1! . i E
] - 2 i i
10,000; Collection s!s?e?nge Faults Over\ﬂ:\:\f
R rt t - tI 3 N_ame(s): CS22R220ND MName: RCHASTRND Starv Feb 28, 2008 12:00:02 AM
epo itle: e atloction Services File Eased Catlection Frik [t 29, 2008 12:00:00 A
6,000,000 10,000
Example Report based upon COMMON performance collection
Dizpatched CPL 5.000.000 - 8,000
Journaling Time !
Ed neligible vaits Ti I
4,000,000 I
- - - £l Hl Lefd L =
Perspectives included in report: E i| ik R
I - . . 2 3,000,000 i =
CPU Utilization and Waits Overview = e |
= H =
Page Faults Overview R
- . 2,000
Synchronous Disk I/O Overview S
L L ]
Synchronous Disk 1/0 Overview 33 AN
Collection System Time T
Namecs): CS228220ND harme: RCHASTRD Starc: Feb 28, 2008 12:00:02 Al 8:15 AM
Library: COMMWMOR Release: VGR1MO End: Feb 290, 2008 12:00:00 Ak Date - Time
VTS =it Smot=s (Al Beerd) Enleixm 1/0 Pending Faults Per Secand —— Faulis Per Second

Library/Collection used for report:
Common/Cs228229nd

g
10,000,000 - =
=
z
$ 8,000,000 - g
= 2
= =
= E)
S 6,000,000 =
=2
4,000,000 | =
H
s
2,000,000 -
LTS 1] | 0
8:15 AM 415 PMm
Date - Time
[ Toral synchronous Disk 4O Reads BA Total synchronous Disk 170 vries —— ‘uerage Resd Response Time

— awerage wiite Response Time

101
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Integration with Active Jobs i-UG

— . & LLudsuirie Waimting ror time interval Jsecorr Actlve JObS _ What’s

- Ol oo e ik Waiting for time interval Dmmay

t----| Reset Statistics habppenina riaht now
Waiting for time interval Crmmay pp g g
Printer Output o ) )
Waiting for time interval Crmimay
Job Log
) Waiting for time interval Owgadmin
Cretails [ 3
Waiting for time interyg] HSRRmALs
== I__'l Perspective [#] Edit [=] View =] History (=]
Waiting for time interval Collection Time System
HDld_._ Mame(s): Q274000005 Start: Oct 1, 2009 12:00:06 AM Mame: ISZ1LP13
Waltlr‘lg -I:Gr- timE Ir‘ItEF‘u"E| Library: QPFRDATA End: Ongoing Release: VFR1MD
RE|EESE Type: Collection Services File Based Collection
A = P ir‘nter"u'al [--- select Action —— -l
Mowve Elapsed Performance Statistics e
A [ T S - 5% =2 L =
101 Delete/End... Investigate Job Wait Data 5 | 1 0.3
Performance * | Start Job Watcher .]_25_E
Properties = ﬂ-?—f
gﬂ.lS—f
E ]
[ 0.1 -

Collection Services data - Job wait T
data — what happened up to now A

T — f — — T — — T — T — ; — T — — T — — T — T — — T
12:05 AM  12:35 AM 1:05 AM 1:35 AM 2:05 AM 2:35 AM 3:05 AM 335 AM 4:05 AM 4:35 AM
Date — Time
Dispatched CPU Time E3 cru dueuing Tirme
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Integration with System Status

System Status -

Last refresh: 3/8/12 12:46:52 PM
Jobs
General Last refresh: 3/8/13 12:46:53 PM
Total: 4,537
Jobs
Active: 262 e Total memory: <4,095.00 MB
Processors : - :
Addresses used | iActive Memory Pools: |
Memory Jobs
Permanent: 0.010 % ]
. | -
Disk Space Temporary: 0.022 % Processors I Memory Pools Health Indicators I
Addresses Total disk space: 95.44 GB Memory
System disk pool Disk S
Capacity: 95.44 GB 1S pace
Usage: 79,118 % Addresses
|
I | System Resources Health Indicators _] I
System Status - etc3tl.rchland.ibm.com
Sysi] _ Last refrash: 3/8/13 12:46:53 PM
Gencral Total disk space: 95.44 GB
Last refresh: 3/8/13 12:46:53 PM System disk pool
Jobs .
General CPU usage (elapsed): 0.0 % Capacity: 95.44 GB
Processors
s Type of processors: Shared - uncapped Usage: 79.118 %
Processing power: 0.20 processing units S ILE T Temporary storage used
Processors .
virtual processors: 2 Disk Space Currant: 8,407 MBE
Memory Interactive performance: 0 % Addresses Maximum since last system restart: 8,435 MB
Disk Space Shared processor pool usage {elapsed): 0.0 % [ Disk Status
Addresses Uncapped CPU capacity pool usage (elapsed): 0.0 % [ Storage System Values
coEl =R o o oE oo | Dok Health Indicators

© 2019 IBM Corporation
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Integration with Disk Status

Lnit

[E] Mo filter applieE
g1
2 2
(2 3
@4

Start Disk Watcher
Feset Statistics
Columns...

é Fefresh

=g | .
_p-fl Advanced Filter

Iﬁ Export

Size (MB) % Used % Busy

@ Configure Options

U

0001

Q o ol a® o™ a? 2 ot
L
0003

Time

© 2019 IBM Corporation
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Investigate Data
Database

v' Requires 2015 PTF groups, including the database group
v' Must have the Performance Tools LPP Manager feature installed

v Available on IBM i 6.1 and 7.1 with PTFs
* |ncluded with IBM i 7.2/7.3

105
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Integration with Database -UG

« Leverage the capabilities of PDI with valuable data gathered from database

* PDI charting of
— SQL Plan Cache Snapshots
— SQL Performance Monitor files

« Collection Services collection of job-level SQL metrics

* Visual charts and/or tables in PDI that are focused on database related
metrics

« Navigation between database and performance tasks

106
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E
G)

Database Perspectives

Investigate Data - Performance Data Investigator

Perspectives Selection

uPerfﬂrmance Explorer

DDisk Watcher

DJDb Watcher

DHeaIth Indicators

uCDHECtiDH Services

Database >

Collection

Collection Library Collection Name
QPFRDATA - Most Recent

| Display J . Search J  Options J . Close J

107
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Integration with Database — package overview

Database Package for 6.1 Database Package for 7.1+
« Database Locks Overview /O Reads and Writes
« SQL Performance Data « SQL CPU Utilization Overview

— SQL Plan Cache Snapshots and Event Monitors Database Locks Overview

— SQL Performance Monitor

Database /O
o~ dpatabase _ — Utilizes Job Level SQL Metrics
® Daotabase Locks Owverview
O ‘ASOlL Performance Data i
I e T SQL Cursor and Native DB Opens
. SOl Owverview
® SOL Attribute Mix SQL Performance Data
O~ "AS0OL Performance Monitor (- ‘M patabase onitors
:ggt ggt?r;:ﬁ:: Miisc - /O Reads and Writes
- SOl CPU Utilization Owvernview
- Database Locks Owerview
JDEItEIl‘JEISE L/

JSGL Cursor and MNative DB Opens

JSDL Performance Data

108
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Integration with Database

Launch “Investigate Performance Data” from various Database tasks

SQL Plan Cache Event Monitors - Z1433dpl

SQL Performance Monitors - Z1433dp1l

Dratabase: Zh22dp1
= | B~

Mame

[Z= ... | Mo filter applied
ey amonitorz2

| ) amonitors

By as

By asmalltest

B asum

Filter
Type
Detailed
Cretailed
End
Analyze...

Inwvestigate Performance Data...

Database: Zh22dpl

| % - -. Actions = Filter
Mame Status Schema
[ ...| Mo filker applied
E myewventmonl Ended FLAMAGAM
=5
= 7] ESQL Flan Cache Ewvent End FDITESTLIB
E SQL Plan Cache PDI | ZZLIE
Status Analyze...
Investigate Performance Data...
Ended "

Welcome 20| S0QL Plan Cache Snapshots 220

SOQL Plan Cache Snapshots - Z1433dpl

Database: Zh22dpl
@ | @ -~ Actions -

Mame

|:Z."='-> . :| Mo filter applied
m asmalltest2

] = kxkSnapshot

Filter

Schema

QGPL

ZZLIE

= Irp1 Analyze...

é my snapl

Inwvestigate Performance Data...

LR.F

© 2019 IBM Corporation
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Launch PDI from System | Navigator client

Lo iy — — e

- @U Database Maintenance

Database Mavigator Maps

1 BER1 QL Performance Monitors |
S3L Plan Cache

----- ﬁ SQL Plan Cache Snapshots

N % 5QL Plan Cache Event Monitors
..Lp._dp Transactions

-5, OmniFind Text Search

! File Systermns

§ Backup

b Application Development
| AFP Manager

[T13 |

- L s.ibm.com

S| my perfim Detailed Ended DEBUG
%QGPL CLTESTL 6... Detailed Ended QGPL
: CLTEST 2gus -
BRQGPL  CLTESTS End
BERIQGPL  CMP1
E3QGPL  CRTL e
% GPL CRTZ2 Inwvestigate Performance Data...
BLIQGPL  MYFILE Show Statements..
ERISCOTTF  IASPM
ERISCOTTF  KMON Compare...
% SCOTTE  MARYL Comments...
ERISCOTTF  MOML
— |ERSCOTTF  MOM2 Delete...
%lﬁf—ﬂ'l_ﬂ: A2 Fename...
Properties

B zzzzzcznonnlhino:

wmamy — m— - —— e

E| Eﬂ! SQL F'Ian Cache

-ﬁ S0L Plan Cache Snapshots

---'-‘i"._*p Transactions

-5, OmniFind Text Search
=2 File Systerns
Backup
B Application Development
B, AFP Manager

(1T |

= THO2011467PLANCACHE 0201232...
= THO2021468PLAM CAC HE 0202112...

ﬁ THOZ031470P L
= THO2031471PLe
= THO204147 2P L
m THO2071474P L2
= THOZ071475P L
= THO2081476P L

=] THO2081477PLA
e THN2NG1ATE P &

4 |

Dt

1 a connection
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7.1

THOI2011457 1
THO2021 458 1
Analyze...
Inwvestigate Performance Data...
Show Staternents...

Compare...

Comments...

Delete...

Rename...

Properties
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SQL Overview

Several graphs:

* Query time summary
 Open summary

* QOpen type summary

« Statement usage summary
* Index used summary
* Index create summary
* Index advised

« Statistics advised

« MQT use

» Access plan use

« Parallel degree usage

Investigate Data - Performance Data Investigator

Perspectives Selection
- Name
L] -_—-IPerf ooooooo Explorer SQL Owerview
L] JDisk Watcher P
G Description
- Job Watcher This perspective gives a comprehensive picture of how queries are running overall.
B Olhealth Indicators
B Ocolection services
O ‘Apatabase

= :Database /o
(= 'jSDL Performance Data
) 'ﬂSQL Plan Cache
T ® soL overview
' ® 50| Attribute Mix

= -:ISDL Performance Monitor
Collection
Collection Library Collection Name
DMMLIB - Plan Cache Snapshot for PDI (SQL Plan Cache Snapshot) -

Display ] Search J Options ] Close J

Index Used Summary
--- Select Action -—- = |
Index Used Summa y

x % = B4 2 H

B MO_INDEX_USED [ ncex Used [ MTI_USED [ BoTH

Page 1 of 1 1 Go Rows [L = Total: 1

© 2019 IBM Corporation
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SQL Attribute Mix i-UG

(m lle:ﬂatal:rase

Several graphs: - @ pacabase /0

ll~jSQL Performance Data
lkjSE::H_ Flan Cache

¢ Statement Summary ® =0 Overview

® =) Attribute Mix
uSOL Ferformance Monitor

Statement type Summary = I;--l'.-'~-.rE||'|g||'|E||'| test2
Collection

1 Collection Library Collection Mame
ISOIatlon Ievel Summary SCOTTF =znap of 33 (SQL Plan Cache Snapshot)

-

-

| Display J | Search J | Options ] | Close ]

Allow copy data summary

Sort sequence summary

Close cursor summary

Naming summary

Optimization goal

B call statements B select Statements [ update statements [ insert statements

BIOCkI ng Su m mary [ Delete Statements [] pata Definition Staternents B other Statements
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Investigate Data

PDI Fan Club Favorites

=

(some not available on 6.1 & 7.1)
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Physical System Charts — Frame view of Performance

i-UG

Collection Services has the ability to collect certain high-level cross-partition processor performance metrics for all logical partitions on the
same single physical server regardless of operating system. This is available on Power 6 and above servers. When this data is available,

it can be viewed via several perspectives found under "Physical System".

. | Phwvsical Swstem

b Logical Partitions Overview

® Donated Processor Time bv Logical Partition

b Uncapped Processor Time Used by Logical Partition

- Virtual Shared Processor Pool Utilization

® Physical Processars Utilization by Physical Processor

General Hardware Virtual Adapters SR-IOW Logical Ports Settings

Other

® Dedicated Processors Utilization by Logical Partition Name:

- — - ID:
b Phvsical Processors Utilization by Processor Status Owe| environment:

State:

® physical Processors Utilization by Processor Status Det| Atention Leo:
Resource configuration:
QS version:

Current profile:
System:

*[MNPARTL
20

IEM i
Running

on

Configured

IBM i Licensed Internal Code 7.2.0 2060 0O
CTCLPMDS

9179-MHD=1016B3P

Allow performance information collection I

HMC option to enable performance collection must be turned ([~ == smron o o= ummenea

RestrickedIO Partition

for the IBM i partition to collect the data - ||| CSPSBIEY Syne tumed oF -
http://ibmsystemsmag.blogs.com/i can/2009/10/i-can-display-cpu-utilization-for-all-partitions.html
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http://ibmsystemsmag.blogs.com/i_can/2009/10/i-can-display-cpu-utilization-for-all-partitions.html

Logical Partitions Overview

Logical Partitions Overview

3 e A

el
800,000 200 =
I E
700,000 =
= — =
= 600,000 - 150 =
= r =
£ 500,000 r =
= Date - Time: Jan 27, 2016 12:06:00 AM 8 fiz]
= 400,000 Interval Number: 5 100 <
= [ =
= 300,000 - T =
= [LLL (ALl -\__ :
= 200,000 I e E
=] = . — — =
100,000 - — ?
0 T T T T T T T T T E
12:02 AM 12:04 AM 12:06 AM 12:08 AM 12:10 AM
Date - Time
CPU Entitled Time Used {CHICACSON 8 Uncapped CPU Time Used (CHICAGSO) CPU Entitled Time Used (MEMPHIS)
il Uncapped CPU Time Used (MEMPHIS) CPU Entitled Time Used (ORLANDO) ¥ Uncapped CPU Time Used {ORLANDO)
CPU Entitled Time Used ({DENVER) B Uncapped CPU Time Used (DENWER) Average Partition CPU Wtilization (CHICAGOT)
— Awerage Partition CPU Utilization {MEMPHIS) — Ayerage Partition CPU Utilization {(ORLANDO) — Awerage Partition CPU Utilization (DENVER)

= 4 |BM partitions on system - all running IBM i (shared/uncapped)
= On asingle chart, we can see:
* Average CPU utilization for each partition

Logical Partition ] Current é:urrent Average Partition CPU Entitled Time

Uncapped CPU .. | Donated

. . S - | == il = ~ |geu priiization ~ |00y ~ [Time Ubed Proceseor Tima
[} CPU Entltled Tlme Used is/0s 2 1 36864 63.4 37431 9440 o
i5/0S 6 4 77824 81.67 185079 24971 o
. is/os 6 5 55296 17.449 70026 205 o
 Uncapped CPU Time Used : : i .
i5/0s 2 1 36864 50.45 39497 6295 o
* Leverage tooltips and Table data . : e :
g p isfos e s 55296 20.5 26609 355 o
i5/0S 5 4 116736 47.66 170108 1665 4]
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12X Bus Utilization

« (Spring 2014) PDI now has integrated charts that show views of how resources at the bus level like
12X loops and PCle cards are performing

= Physical System

Logical Partitions Owverview
Donated Processor Time by Logical Partition

Uncapped Processor Time Used by Logical
Partition

Virtual Shared Processor Pool Utilization

Physical Processors Utilization by Physical

Processor General Hardware Virtual Adapters SR-IOW Logical Ports Settings Other

- - - - MName:

Dedicated Processors Utilization by Logical D *:J:'NPARTI
Partition Environment: IBM i

- == - State: R i
Physical Processors Utilization by Processor Attention LED: on ¢
StatUS D"."E MVIEW Resource configuration: Configured
F‘hysical Processors Uftilization L—J}" Processor 0S version: IBM i Licensed Internal Code 7.2.0 3060 O

. Current profile: CTCLPMDS

Status Detail System: 9179-MHD*1016B2P

Shared Memory Overview
Full System I/O Architecture
Allow this partition to be suspended.

All 12X LOOIJS RestrictkedIO Partition
fﬂ\.” PCIE GEHE Sync current configuration Capability Sync turned OFF ﬂ

Allow performance information collection I

Ok Cancel | Help |
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Collection Services - Disk Reads and Writes Detall |-

. ‘Apisk
D ﬂDISl{ REEDDHSE Time Read/Write Rate and Response Time
B Jpetailed [X v =@ &0 KR FH

® Disk I/)O Rates Owerview 25,000

® pisk 1/O Rates Overview With Cache S r =
| o
®pisik /O Average Response Time Owery _ 20,000 -20 =
- - - = i )
® 0 I/O Total Response Time Owverviev S L =
. . . . wn I ]
® Disk /O Total Service Time Overview & %000 P E
- . - R I wv
- Disk Reads and Writes Detail - E et
2 10,000 10 =
= L 3
— 5 o
= t 2
W\/ o 5,000 5 (=]
=
=
. . z <
One perspective with several o o
12:05 AM 12:35 AM 1:05 AM 1:35 AM 2:05 AM 2:35 AM 3:05 AM 3:35 AM 4:05 AM 4:35 AM
key charts, such as: Date - Time
o 3 Read Rate @ Write Rate — Read Response Time — Write Response Time
 Read and Writ
ead an Fite response
ti m eS an d rates Performance Data Investigator IBM I Model DSS
He =2 F @ --- Select Action --- ¥
- - - = — ~ .. | LogicalCapacity — Ti ~
Y D k h d f m t Select @ Serial sSmfModel ServerType (GB) LunCount MeasureDateTime
IS ar Ware In Or a IOn |_ Internal 4334 i 2837 11 2016/10/12 00:05:00
|_ Internal 433A i 2837 11 2016/10/12 00:10:00
l_ Internal 433A i 2837 11 2016/10/12 00:15:00
I_ Internal 433A i 2837 11 2016/10/12 00:20:00
l_ Internal 433A i 2837 11 2016/10/12 00:25:00
Installed Disk Hardware
LS = - =4 --- Select Action --- w
Select ASP Number -~  Disk Unit Type “ | Feature Code - | RAID Type “ | Unit Count (‘?;E:;p) Capaig - | Disk Used -~ | Average Unit Size -~
— 1 15K SAS HDD Ny A RAID-5 11 2837.4 54.21 257.9
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Collection Services - Java Perspectives i-UG

| --- Select Action --- w | fj
Jdawva
IBM Technology for Java Memory Overview

- IBEM Technology for Java Memory Owerview
; ] o] LA | -
- IEM Technology for Java Memory by Job

L = o
700,000 - 77
? % 400
600,000 — :ﬁ' / -
< 500,000 - % 7 — =
£ % ’4 — 300 =
2 400,000 é — ﬁ — 2
= ] [—] — =
& 300,000 = — 22 = — - 200 =
“ E E ://’ E | --- Select Action --- w |
2009000 - é IBM Technology for Java Memory by Job
100,000 é
o 3 .. g ,./; 3[:' i . - Size ﬂ(il::evtes) - © QQQ
4:55 AM 5:00 AM 5:05 AM 5:10 AM N o S o o s RS
i L L L 1 L i
E] Current Heap Allocated Heap In Use CAS/ QCPMCTDIR, 026653 -
/——\/—\/‘ ADMINZ [ QLWISVR [ 02657 7 —|eremanamananamanan
ADMIN3/ QLWISVR/ 026571
F|nd that JOb US|ng a |Ot % ADMIN4/ QWEBADMIN/ 026563 (i oo
; ADMINL/ QLWISVR/ 026564 e
[
Of heap 0oc QYPSJSVR/QYPSJSVR/ 026171 —(memm "
] QPOZSPWT/QCPMGTDIR/ 026716 —{mmm———"
QSRVMON/QSYS /026131 .
B Current Heap Allocated - Peak Il Heap In Use - Peak B mMalloc (Break) Memory — Peak
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Database - SQL CPU Utilization Overview |-

SQL CPU utilization Overview

ey = S
250

[ ‘Apatabase ] . - '
: Partition level

- I/O Reads and Writes
® 5o cPU Utilization Overview

- Database Locks Owverview

CPU Utilization (Percent)

B dpatabase 1/O
_ 100 ]
B _Jsol cursor and Mative DB Opens
B dsol performance Data 50
o |I||||| I |||||||||| LT
8:05 AM  8:35 AM 0:35 AM  10:05 AM  10:35 AM 11:05 AM 11:35 AM  12:05 PM  12:35 PM

Date - Time
- MNon-SQL CPU Utilization

/\/\_I - SQL CPU

Allows you to see how much
of your CPU utilization is due R
to SQL work 5 e A .

/\/\/ " ~ 1

QZDASOINIT/QUSER/ 205355
QZDASOINIT/QUSER/ 205371
QZDASOINIT/QUSER/ 205339
QPMRSYSCMD/QSYS/205316
QPMRSYSCMD/QSYS/20531
CRTPFRDTA2/QSYS/2051
CRTPFRDTA/QSYS/205
QZDASOINIT/QUSER/ 20
QZDASOINIT/QUSER/ 2
QZDASOINIT/ QUSER/
I B SQL CPU Utilization

© ZUlY IBIVI Lorporaton

tilization I

SQL CPU Utilization by Job or Task
perspective 2] Edit ®] view =] History =]

Job level

Full Name

Il Mon-SOL CPU Utilization 119




i-UG

Collection Services - Memory

) ) ) i ) - ‘AMemory
Pool size changes over time in a graphical view! @ Mermory Pool Sires and Fault Rates

- Memory Pool Activity | evels
® DB and Non-DB Page Faults

Note the change in pool sizes. ~ =
QPFRADJ is on.

Memory Pool Sizes and Fault Rates (001-004)

X o Bl KR

25
s’°°°J|[|I[|IZ (1] [ [ [CT] O (I | | | -
7,000 - 20

@
< 6,000 =
= 15 =
= 5,000 . -
=4 =
= 4,000 - w
z 3,000 Fre g
s =
= 2,000 ZS i
o 5
1,000 - =\ i
BISSISSISSISSISSISSIS 55 SN SN SSISSISS SRS,
T 1 T 1 T 1
11:35 AM 11:50 AM 12:05 PM 12:20 PM 12:35 PM 12:50 PM 1:05 PM 1:20 PM
Date - Time
Pool Size (001) B Fool size (002) [ Pool Size (003} B3 Pool size (004)
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Collection Services - Memory - Drilldown i-UG

Memory Pool Sizes and Fault Rates (001-004)

. | | --- Select Action --- w | |

Memory Metrics for One Pool 1)

Page Faults by Job or Task

Memory Pool Activity Levels

Faults Per Second ) Waits by Pool
Disk Waits Overview
Memory Pools Health Indicators
E Export
QPMRSYSCMD/QSYS/064090 21 wmoar sa
QPMHDWRC/QSYS/064089 S i’f:n;j;::f'e’jfe
QYMEPFRCVT/QSYS/064086 | === == o §‘ Frov e i 73
CFSLTOOD _ ) Table Actions ) 4

Q1PPMSUB/QPM400/064156 4 = =
= QYMEARCPMA/QSYS/064085
] A==
£  QZRCSRVS/QUSER/064149
= QPWFSERVSO/QUSER/064142 ]
= CAS/QTMHHTTP/064093

ADMIN/QTMHHTTP/064094 {1
Q1PDR/QPM400/064091 | =

Q1PPMCHK/QPM400/064102 =

Q1PPMCHK/QPM400,/064117 |

Q1PPMSUB/QPM400/064120 F7=%
EZ] Fauns Per Second IO Pending Faults Per Second
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Collection Services - Storage Allocation Perspectives

[I:I_ {_jl:”—Sk Selection

MName
Storage Allocation/Deallocation Owverview

[:JDislc Response Time

ertc:raClE Allocation

Description

- Storage Allocation/Deallocation Owernview This chart shows allocation and deallocation of the temporary and permanent
storage for all contributors owver time for the selected collections. Use this chart
- Storage Allocation/Deallocation bw Thread or Task to select a time frame for further detailed investigation.

| -— Select Action —w
Storage Allocation/Deallocation Overview

i g
E 3
B E
£ :
v | k 1
2 80,000 - : |
5 ? |
e B0,000 — k i
= | K 3
” 3 :
40,000 - Z _ - = ] i
- 1E A d E 1 Alce | ;
z 77517 ZulZilZ8 | Z8 i
20,000 — Z zElZzilZ v 1E: i i i
[ '4 rﬂ 5 ‘ K o = i 5 =
o [ zalZzil” selzelZalz: g7 A i
12:45 PM 4 45 PM 4:45 PM 6:45 PM
Date — Time
Storage Allocation (Megabytes) 3 storage Deallocation (Megabytes)

122

© 2019 IBM Corporation



Collection Services - Storage Allocation by Thread or Task i-U

Selection
Mame
Storage Allocation/Deallocation by Thread or Task
Description

This chart shows allocation and deallocation of the temporary and permanent

storage, net frames requested by thread or task. Use this chart to select a thread or
task for viewing its storage statistics over time.

Storage Allocation/Deallocation by Thread or Task Sorted by Allocation
-— Select Action -—-w |

Storage Allocation/Deallocation by Thread or Task Sorted by Allocation

3 Oy o Bl oA

Storage Allocation/Deallocation (Megabytes)

oo %Qp“ QQQ“
° e AP o
BEUJINGA/QTMHHTTP/351432 - 00000029

BEIJINGA/ QTMHHTTP/351452 - 00000032
% QZDASOINIT/QUSER/436389 - 0000000F
=  QRWTSRVR/QUSER/436662 - 001A3AB7
S QRWTSRVR/QUSER/436570 - 00000050 freeaesa
%  QRWTSRVR/QUSER/436570 - 00000051 —FZZZZZZ]
£  QRWTSRVR/QUSER/436570 - 0000004 F FEZ222A
QRWTSRVR/QUSER/436570 - 00000052 L2222
QRWTSRVR/QUSER/436662 - 001A3AB9 [Cecesaa
, , , | : , . | ; , : ,
® 699% A9 o .!_C-:PQ% 9 o°
Met Storage Requested (Megabytes)
Storage Allocation {(Megabwtes) Storage Deallocation {(Megalbwtes)

Met Storage Requested (Megabwtes)
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Collection Services - Timeline Perspective i-UG

= The timeline bars on the chart represent ATimeline
the elapsed time Of threads or taSkS L ® [imeline Overview for Threads or Tasks
— Dispatched CPU Time o
— CPU Queuing Time Sclection
— Other Waits Time Name

Timeline Overview for Threads or Tasks

Description

This chart shows the timeline overview for threads or tasks. Use this chart
to select a thread or task for viewing its detailed run and wait

contributions.

Date - Time ( Apr 14, 2008 4:15:15 PM ~ Apr 14, 2008 5:34:00 PM )

Timeline Overview for Threads or Tasks

4/14/08 4/14/08 4/14/08 4/14/08
4:28:20 PM 4:45:00 PM 5:01:40 PM 5:18:20 PM
ADMINZ/ QLWISVR/ 015054 - 00000412 ———§———+"————+t0 ottt
ADMIN2/ QLWISVR/ 015054 - 00000414 —
ADMIN2/QLWISVR/ 015054 - 00000416 —
ADMIN2/ QLWISVR/ 015054 — 00000418
= JO-TUNING-TASK
E QDEBFSTCCOL/QSYS/012644 - 0000005D
= DELZEasePODOL :
= ADMIN2/ QLWISVR/ 015054 - 00000418 |
= SMPO0000
ADMIN/QTMHHTTP/015069 - 00000002 |
QZRCSRVS/QUSER/ 015698 — 0000004 A
ADMIN/ QLWISVR/ 015056 - 000000D3
] Dispatched CPU Time E3 cPU Queuing Time B3 other waits Time
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Collection Services Database Files...QAPMCONF

O 'jt:nlle::ticm Services Database Files

® OAPMARMTRT
® capmBUS

® oAPMBUSINT
® o APMCONE

® oapMDISK

® OAPMDISKRE

® 0APMDOMINO
® capMDPS

® oaPMETH
® oapMmHTTPE

QAPMCONF

Por=pective 2] Edit B View Bl Histor, 2]

Collection Time
Name(=): QDSTODDOODZ Start:
Library:  QPFROATA Era
Typ=: Collection Service= File Bazsed Collection

File l=vel: 36
QAPMCONF Panel View

Litrary Mame:

Member Hame:

Start Time:

Mod=l Numiber:
Syst=m Typ=:

Bartition M=many [(KE):
Comm Data Collect=d:
Machine S=risl Mumber

Re=sponss Tims Boundary 1 {ms):
B=spor=s Time Boundary 2 (m=):
Re=sponss Time Boundary 3 (m=):
B=spor== Time Boundary 4 (m=):

Sy=tem &SP Capacity {KEB):
Cieckswm Protection On:
Wirtual Brocessors:

Irstall=a Froczssors:

Remots Response Boundany 1
(=)

Ramots Responss Boundary 2
(=)

Re=mot= Responss Boundary 3
[m=):

System ASP Capacity [KE):
Parm 16ME Afgr Remaining:
T=mg 16ME Addr Remaining

Diizk Re=p Tim= Boundary 1 [m=):
Dizk Resp Tims Boundary 2 {ms):
Diizk Re=p Tim= Boundary 3 [m=):
Disk Re=p Tim= Boundary 4 {m=):
Diizk Re=p Tim= Bcundary 5 [m=):

Collection Data:
Cimllmct Irtmrmal Data:
SCSMGTCOL Collection Librany:
=CSMETCOL Collection Mame:
Diatatm=s Conmistency:
Diatabaze= Limit (% of CPU):

QPFRDATA
QDETOODO0Z

Mar B, 2013 12:-00:-02
A

53,205,752
274,848,547, 584
274,614,555,200

1

18

==

256

1,024

Consistant with =S¥sS
N

QFFRONTA
QDETOODO0Z

1000
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Broc=ssor Firmwars Time:
Task Threshold Wales (ms):
S=condary Thread Theesh (ms):
Diisk Responss Time Scundany
Diizk R==pons= Time Scurdany
Disk Re=pons= Time Scundany
Diizk R==pons= Time Scurdany

Diizk R==pons= Time Scurdany
Disk Re=pons= Time Scundany
Dizk Responss Time Scundany

1
2
3
4
Diisk Re=pons= Time Scundany 5 {us):
=
7
=
=

Disk Re=pons= Time Scundany

Dizk Re=sponss Time Boundary 10
=)

Hyperdizor Mamary [ME):
SMT Hardwars Threads:

Tim= Int=rval {mirutes):
Interactive Limit (%)

Tim= Int=rval {s=conds):
Interactive Threshold (%)
Proc=ssor Multi-tasking Capability:

Output File Syst=m:

Partition Count:

Prec=sser Folding Suppert:
Fartition ID:

Primany Partition ID:

Broc=ssor Units:

Systzm Wersien:

Syst=m Relzaz=:

Systzm Mams:

P=rformancs Monitor S=l=ct Job:
Sharsd Procsssor Posl:

Partition Sharing Capped:
Warizblzs Proc=sssr Sposd Capability -
QEFRADT Syst=m Walu=:

TS
[u=):
)

[u=):

[u=):
)
[ws):

)

System
Mar &, 2013 12:-:00:-02 AM Hame: ETC3ETL
Omgzing Rmlmaz=: WIR1MO

M=
1,000
1,000

15

250

1,000
4,000
£.000
16,000
&4,000
256,000
500,000
1,024,000

100 D
300
100 D

Sy=tem
Controlled

ETC3TL
3

Nz

.

o

.z

7

1.0
ETC3TL

Urc=pp=d
1

Key Information
about your system
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Manage Collections B Performance |-

Investigate Data

Manage Collections

The Manager Collections tasks allows you to see and manage all of your performance data
from one central location

Various tasks can be launched from the Manage Collections task, including the
Performance Data Investigator

Manage Collections - Iszllp13.rch.stglabs.ibm.com

l:;;: i v | @ Actions -

MName Library Type Status Started Ended Size MB System Version
[ == | Mo filter applied
= Q311025028 ZZTEST Disk Watcher File Based Collection Complete 11/6/12 2:50:28 AM 11/6/12 2:51:20 AM 2.766 ISZ1LP13 WFR1IMO
= = DFLADP Collection Services File Based Collection Complete 6/11/12 4:25:07 PM Fi15/12 4:28:35 PM 1.754 ASWC WFR1MO
Copy
Delat RAKLIB Job Watcher File Based Collection Complete 1/9/132 2:56:07 PM 1/9/12 4:12:10 PM 0.004 ISZ1LP13 W7R1MO
elete
s RAKLIB Collection Services “MGTCOL Obj Based Ct Complete 6/11/12 4:25:07 PM 7/15/12 4:258:35 PM 3.084 ASWC WIR1IMO
ave
; ZZTESTR Collection Services File Based Collection Complete 1171712 12:00:06 AM 11/1/12 12:03:25 PM 380.464 ISZ1LP13 WFR1MO
Investigate Data
Properties =] ZZTESTR Collection Services “MGTCOL Obj Based Ct Complete 11/2/12 12:00:06 AM 11/3/12 12:00:04 AM 428.644 ISZ1LP13 WIR1IMO
[g Q307000005 ZZTESTR Collection Services File Based Collection Complete 11/2/12 12:00:06 AM 11/3/12 12:00:00 AM 401.808 ISZ1LP13 WFR1MO
[fE: Q254000002 ZZTESTR Collection Services File Based Collection Complete 9/10/12 12:00:02 AM 9/10/12 10:20:00 PM 42.375 ISZ1LP13 WFR1MO
FE Q306121500 ZZTESTR Collection Services File Based Collection Complete 11/1/12 12:15:02 PM 11/2/12 12:00:05 AM 244.484 ISZ1LP1= VIR1IMO
@E Q3209010017 ROMSMNALIZ10 Collection Services File Based Collection Complete 11/4/12 1:00:17 AM 11/4/12 11:01:04 PM 90.8326 QOCCO1XHS WIR1IMO
FE Q313000005 DFLTEST1 Collection Services File Based Collection Complete 11/8/12 12:00:05 AM 11/8/12 2:06:30 PM 506.066 ISZ1LP13 WZR1IMO
(55 NORMAL QPEXDATA Performance Explorer *MGTCOL Obj Based Complete 1/7/132 3:27:10 PM 1/7/12 2:27:21 PM 4.029 ISZ1LP13 WVFR1MO
(& CSPFRO225 CRSS_MON Collection Services File Based Collection Complete 2/25/12 12:01:03 AM 2/26/13 12:00:00 AM 729.32 LOPROD VBaR1MO
@E Q078110401 QPFRDATA Collection Services File Based Collection Complete 32/19/12 11:04:04 AM 2/20/12 12:00:04 AM 76.016 ISZILP13 WFR1MO
*%l. IBMPEXOODZ DFLBLIGMNMN 1 Performance Explorer File Based Collection Complete 12/12/12 8:09:41 PM 12/12/12 9:10:28 PM 2,459.21 FOHCZ2E WFR1MO
M. M1 N e T P (-2 [ S R | [ - S (S B T 4 B fa s L LA T e T PR
1 - 100 of 312 items 51 101 25 | 50 | 100 | Al
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Manage Collections i-UG

If you restore performance data without using the Restore Performance Collection
iInterface (or RSTPFRCOL), collections may not display in the Manage Collections view.

4

The “Rebuild Collection Table™ option will rebuild the meta-data used for the Manage
Collections task and then your performance data should be visible.

Manage Collections - Iszllpl3.rch.stglabs.ibm.com

[ S P L @ Actions -

Maintain Collections » | Rebuild Collection Table
Mame

[Z=F ... | Mo filter applied Columns Restore

£ Q31102503 55 Refresh Convert |

i CPYCS05 | 4= Advanced Filter
& DIFFERENT]|igil Export >

(€D DIFFERENTY| @ Configure Options

Collection Services File B:

Job Watcher File Based C

Collection Services =MGTI
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Performance Data — Analysis

Performance Diagnostics with the Performance Data
Investigator
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Analyzing Performance Data Using PDI -UG

 Now that you know all that PDI can do....

— How do you really use it to analyze performance data?

— There are no specific steps — it all depends upon what you see in the performance data

— If you look at your performance data on a regular basis, you will learn your “normal”
pattern which makes it easier to identify something unusual

— Experience is the best teacher!
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Analyzing Performance Data Using PDI

Start by asking questions:
— What was the symptom of the problem?
— Who reported the problem
— What time did it occur?
— How long did it last?

— Have there been any recent changes?
* New or changed workload?
« Any application changes?
« Any recent hardware configuration changes?

— What was the scope?
 Did it impact the entire system?
 Did it impact some subset of work?
— Specific users?
— Specific applications?

© 2019 IBM Corporation
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CPU Utilization and Waits Overview

CPU Utilization and Waits Overview is an excellent starting place. Look for interesting points
Next steps will depend upon the answer to the prior questions, along with what you see.

CPU Utlization and Waits Owverview
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Using PDI, you can learn how to navigate through your data

Take a closer look at
occurring:

| --- Select Action --- w | |

crPu Waits Overview

Seizes and Locks Waits Overview

Contention Waits Overview

Which jobs/threads/tasks are affected by the
wait time?

Contention Waits Owverview

Perspective El Edit View EI History

| --- Select Action --- w | ‘
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All Waits by Thread or Task

Waits by Job or Task

Waits by Generic Job or Task
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Drill-down based upon what you see

i-UG

* Next, it may be interesting to see if the object lock wait time for a specific job occurred
over several intervals, or just a few. Using select interactor %, click on a job of interest,

then select Waits for One Job or Task.

--- Select Action --- w |

Waits for One Job or Task

All Waits by Thread or Task

Timeline Owverview for Jobs or Tasks

You may not be able to solve all
performance problems with Collection
Services data. However, you likely will
gain valuable clues. Job Watcher is a
good next step for this issue.

Waits for One Job or Task (Name = "A97000002A", Job Number = '085086", Job User = "

Perspective 2] Edit 2] View B] History #]
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Recommendations i-UG

If you are not using PDI, give it a try!

Remember, all partitions IBM | 6.1 and later can access the majority of the charts
shown in this presentation — without installing/purchasing anything additional!!

e Stay current on PTFs

« Become familiar with your system’s performance “signature” — it will make it easier to
spot changes

« Keep baseline performance data
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IBM 1 Performance FAO a MUST read!

« Spring 2019 update:

https://www-01.ibm.com/common/ssi/cgi-bin/ssialias?htmIfid=POWO03102USEN

IBM Power Systems Performance

IBM 1 on Power - Performance FAQ
May 6, 2019 .


https://www.ibm.com/downloads/cas/QWXA9XKN

IBM 1 Web Sites with Performance Information -UG

= |IBM Knowledge Center:
— 7.2 Performance
— 7.3 Performance

= |[BM i Performance Management:
| Performance Management

= developerWorks:
— IBM i Performance Tools: developerWorks Performance Tools
— IBM i Performance Data Investigator: developer\Works PDI

= |BM iDoctor for IBM i: iDoctor

= |[BM i Wait Accounting information:
— Job Waits Whitepaper
— KnowledgeCenter: The basics of Wait Accounting
— developerWorks: IBM i Wait Accounting
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http://www.ibm.com/support/knowledgecenter/ssw_ibm_i_72/rzahx/rzahx1.htm
http://www.ibm.com/support/knowledgecenter/ssw_ibm_i_73/rzahx/rzahx1.htm
http://www-03.ibm.com/systems/power/software/i/management/#tab2
https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/IBM%20i%20Technology%20Updates/page/Performance%20Tools
http://www.ibm.com/developerworks/ibmi/library/i-pdi/index.html
http://www-912.ibm.com/i_dir/idoctor.nsf
http://public.dhe.ibm.com/services/us/igsc/idoctor/Job_Waits_White_Paper.pdf
http://www.ibm.com/support/knowledgecenter/en/ssw_ibm_i_73/rzahx/rzahxbasicwaitaccounting.htm
http://www.ibm.com/developerworks/ibmi/library/i-ibmi-wait-accounting/

A Redbooks publication!

II:u:H
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ﬂ|l||

End to End
Performance
Management on IBM i

Understand the cycle of Performance

Management

—
Maximize performance using the
new graphical interface on V6.1

-
Learn tips and best practices

http://www.redbooks.ibm.com/redbooks/pdfs/sq247808.pdf
ibm.com/redbooks Re d bOOks
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http://www.redbooks.ibm.com/redbooks/pdfs/sg247808.pdf

IBM i 7.2 Technology Refresh Updates

Covers the 7.2 content through s O o v Do 0 14 2815 _
Technology Refresh 1 IBM i 7.2 Technical Overview with
Technology Refresh Updates

Section 2.8 — Performance

Covers new functions and enhancements
through IBM i 7.2 TR1

Easy to use web-based system
management

Section 8.6.7 — Job level SQL stats Iin —_ .
. . ntegrated Data-Centric
Collection Services SPpeOach
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IBM | Performance Analysis Workshop i-UG

Learn the science and art of performance analysis, methodology and problem solving

Managing and analyzing the data can be quite complex. During this workshop, the IBM Systems Lab Services IBM i team will share useful techniques for analyzing performance data on key
IBM i resources, and will cover strategies for solving performance problems. It will aid in building a future foundation of performance methodology you can apply in your environment.

Overview:

— Topics covered include:
+  Key performance analysis concepts
+  Performance tools
+  Performance data collectors (Collection Services, Job Watcher, CPY Utilization and Waits Overview .

Disk Watcher, and Performance Explorer)

*  Wait accounting

— Core methodology and analysis of:

20,000

15,000

Time Geconds)
Quariad) uonezinmn ndd

. Locks 10,000 - Lao
*  Memory :
5,000 - 2R 20
* /O subsystem 2 = v
sidis B 810 S L 0 o2 T o SR AN g .
* CPU 13:15 AM 4:15 AM 6:15 AM 8:15’ AM 10:15 AM 1215 PM 215 PM g
. . . Date - Tim
— Concept reinforcement through case studies and lab exercises e W outmegrie o
. . . . . B Journaling Time Operating System Contention Time I Lock Contention Time
— Discussions on theory, problem solving, prevention and best practices B ineligible Waits Time — pantition CPU Utiization

Workshop details:
— Intermediate IBM i skill level

— 3-4 day workshop, public or private (on-site)
« For general public workshop availability and enrollment:
IBM i Performance Analysis Workshop
» For additional information, including private workshops, please contact Claude Roustan
at claude.roustan@fr.ibm.com - Opportunity Manager at Systems Lab Services

IBM Systems Lab Services Power Systems Delivery Practice - ibm.com/systems/services/labservices - ibmsls@us.ibm.com © 2018 IBM
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https://www-912.ibm.com/events/iEntEdVoucher/iEntEdVoucher.nsf/web/66A00E8BF0D6EA1F86257D320069E5CB
mailto:claude.roustan@fr.ibm.com
http://www.ibm.com/systems/services/labservices
mailto:stgls@us.ibm.com

IBM | Performance and Optimization Services i-UG

The IBM i Performance and Optimization team specializes in resolving a wide variety of performance problems. Our team of
experts can help you tune your partition and applications, including:

* Reducing batch processing times

Resolving SQL query and native 10 performance problems

* Tuning RPG, COBOL, C, and Java (including WebSphere Application Server) programs

* Removing bottlenecks, resolving intermittent issues

* Resolving memory leaks, temporary storage growth problems, etc.

*  Tuning memory pools, disk subsystems, system values, and LPAR settings for best performance
* Optimizing Solid State Drive (SSD) performance

* Tuning client interfaces such as ODBC, JDBC, .Net and more

Skills transfer and training for performance tools and analysis also available!

Contact Claude Roustan at claude.roustan@fr.ibm.com for more details.

www.ibm.com/systems/services/labservices
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And finally.....




for Business

ithankyou

www.ibm.com/power/i
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